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Abstract

Laser-Induced Fluorescence (LIF) is an essential optical diagnostic technique for the high-resolution
and low-uncertainty measurement of combustion species concentration in a variety of applications
and conditions. Two different calibration techniques are explored in this study to obtain quan-
titative Nitric Oxide (NO) concentration measurements in flames. The first technique, the most
employed in the literature, uses the extrapolation of the fluorescence signal from seeded to nascent
NO and is only valid under negligible NO reburn conditions. The second technique uses the op-
tical calibration of the experimental setup to relate it to a modelled LIF signal and can be applied
regardless of NO reburn. Both of these techniques are explored under two different assumptions:
constant and non-constant interfering LIF signal on the NO absorption spectrum. While the for-
mer is most often used in the literature, the latter is necessary when the LIF signal from interfering
species cannot be distinguished from the NO-LIF signal, especially in high pressure conditions.
Hence, a total of four techniques are presented in this work and are found to be in excellent agree-
ment when performed in different flame conditions. The calibration techniques are applied to
three lean, atmospheric, laminar, premixed, methane-air flames to explore their field of applica-
bility. Specifically, the study explores the relevance of the techniques in reburn conditions, which
occur mostly in high pressure, rich, highly-seeded, or NH3-containing flames. This study aims to
offer the reader a portfolio of calibration techniques to use according to the conditions in which
they need to be applied. While this study was carried out measuring NO concentration in a stagna-
tion flame burner, the concepts and equations presented can be transposed to the measurement of
other species and to other experimental configurations.
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Nomenclature

Acronyms

BC Boundary Condition

CRDS Cavity Ring-Down Spectroscopy

CRECK Chemical Reaction Engineering and Chemical Kinetics thermochemical model

DC Dry-piston Calibrator

EET Electronic Energy Transfer

GRI Gas Research Institute thermochemical model

HWHM Half-Width at Half-Maximum

LIF Laser-Induced Fluorescence

LS Logarithmic Sensitivity

MC Monte-Carlo

MFC Mass Flow Controller

PTV Particle Tracking Velocimetry

RET Rotational Energy Transfer

RMSE Root Mean Square Error

RPA Reaction Pathway Analysis

RSS Root Square Sum

SD San Diego thermochemical model

VET Vibrational Energy Transfer

Greek Symbols

Γ Overlap fraction [-]

∆νL Laser spectral linewidth [cm´1]

δp¨q Total absolute uncertainty of quantity (¨) [n/a]

δrandp¨q Absolute random uncertainty of quantity (¨) [n/a]

δsysp¨q Absolute systematic uncertainty of quantity (¨) [n/a]

ϵp¨q Total relative uncertainty of quantity (¨) [%]

ϵrandp¨q Relative random uncertainty of quantity (¨) [%]

ϵsysp¨q Relative systematic uncertainty of quantity (¨) [%]

λ Wavelength [nm]

ν Frequency of light [s´1]
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ν2 Vibrational level in the ground state [-]

ν 1 Vibrational level in the excited state [-]

ρin Density of the inlet mixture [kg¨m´3]

τ2 Average lifetime of the excited molecule in state 2 [s]

τpulse Duration of the laser pulse [s]

ϕ Equivalence ratio [-]

Ω Collection solid angle [sr]

Roman Symbols

A Cross-section of the laser beam [m2]

Anozzle Cross-section of the burner nozzle [m2]

Aul
Einstein rate constant of spontaneous emission from an upper state u to
a lower state l

[s´1]

Blu Einstein absorption coefficient from a lower state l to an upper state u [m2¨J´1¨s´1]

c Speed of light [m¨s´1]

Cbckgd Background coefficient [-]

Clin Linear calibration coefficient [J´1¨ppm´1]

Copt Optical calibration coefficient [m]

duin{dz Inlet axial strain rate of the mixture [s´1]

EL Incident laser energy per pulse [J]

Ec Quantum efficiency of the camera [count¨photon´1]

fB Boltzmann fraction [-]

Fbckgd
Background LIF signal encompassing interfering LIF and laser-related
noise, normalised by the laser energy [J´1]

Fdark
Signal from the camera dark noise, flame chemiluminescence, and am-
bient light, normalised by the laser energy [J´1]

Ffluo.
Total fluorescence signal captured by the camera, normalised by the
laser energy [J´1]

Finterf.-LIF
Interfering LIF signal that does not originate from the excitation of the
NO molecule, normalised by the laser energy [J´1]

fLIF LIF modelling parameter [J¨s´1¨m´1]

FNO-LIF
Fluorescence signal of the laser-excited NO molecule, normalised by
the laser energy [J´1]

FNO-LIF,nsct

Fluorescence signal of the laser-excited NO molecule, normalised
by the laser energy, of an unseeded flame representative of the
nascent (nsct) NO

[J´1]
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FNO-LIF,nsct+sd

Fluorescence signal of the laser-excited NO molecule, normalised by
the laser energy, of a seeded flame representative of the nascent (nsct)
and seeded (sd) NO

[J´1]

FNO-LIF,sd

Fluorescence signal of the laser-excited NO molecule, normalised by
the laser energy, of an unseeded flame subtracted off the signal of a
seeded flame, representative of the seeded (sd) NO

[J´1]

gpνq Spectral lineshape function of the absorption transition [s]

gi Degeneracy of state i [-]

h Planck’s constant [J¨s]

I Incident laser irradiance [W¨m´2]

J2 Rotational number of the ground state [-]

J 1 Rotational number of the excited state [-]

Lpνq Laser spectral distribution [-]

L Length of the flame domain used for simulations [mm]

ℓ Length of laser path in the measurement volume [m]

M
Target molecule in the ground state and in the excited state (super-
script *) [-]

9mg Mass flow rate of a gas g [g¨s´1]

MWg Molar weight of gas g [g¨mol´1]

NA Avogadro’s number [mol´1]

n˝
i Number density of the molecule in each state i before laser excitation [m´3]

ni Number density of the molecule in each state i following laser excitation [m´3]

n˝
T

Total number density of the molecule M in the measurement volume,
prior to laser excitation [m´3]

9Ns Molar flow rate of species s [mol¨s´1]

p Pressure [Pa]

Qul
Rate constant of collisional quenching from an upper state u to a lower
state l

[s´1]

Ru Universal gas constant [J¨mol´1¨K´1]

Rul Rate of rotational energy transfer from a state u to a state l (reversible) [s´1]

SBP
Fluorescence signal of a cold flow of NO captured by the camera at a
given laser excitation wavelength [count]

Sdark
Fluorescence signal of a flame captured by the camera without laser
excitation

[count]

Sfluo.
Fluorescence signal of a flame captured by the camera at a given laser
excitation wavelength [count]

SM´LIF Fluorescence signal of the laser-excited molecule M [count]
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SNO-LIF Fluorescence signal of the laser-excited NO, modelled by LIFSim [W]

Tλ Transmissivity of the optical system [-]

T Temperature [K]

Tad Adiabatic flame temperature [K]

Tin Inlet temperature of the mixture [K]

Twall Wall temperature of the stagnation plate [K]

t Student’s distribution score [-]

uin Inlet velocity of the mixture [m¨s´1]

Vul Rate of vibrational energy transfer from a state u to a state l (reversible) [s´1]

Wlu
Rate constant of laser-induced stimulated absorption from a lower state l
to an upper state u

[s´1]

Wsat Rate constant of the de-excitation of M* [s´1]

Wul
Rate constant of laser-induced stimulated emission from an upper
state u to a lower state l

[s´1]

XNO,nsct Molar fraction of nascent (nsct) NO in the flame [ppm]

XNO,nsct+sd Total molar fraction of nascent (nsct) and seeded (sd) NO in the flame [ppm]

XNO,sd Molar fraction of seeded (sd) NO in the flame [ppm]

Xs Molar fraction of species s [-]

Ys Mass fraction of species s [-]

YNO,nsct Mass fraction of nascent (nsct) NO in the flame [-]

YNO,nsct+sd Total mass fraction of nascent (nsct) and seeded (sd) NO in the flame [-]

YNO,sd Mass fraction of seeded (sd) NO in the flame [-]

z Axial location in the flame domain [mm]

zf Flame front position [mm]

zin Inlet position of the unburnt mixture [mm]
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1. Introduction

At the heart of the current energy transition is the significant reduction in pollutant emissions,
for which Nitric Oxide (NO) plays an important role [1]. Highly resolved and low uncertainty NO
measurements are needed to develop state-of-the-art models to design energy systems that meet
regulatory limits. Measurements have been performed for over a century and have greatly aided
the development of combustion models for accurate NO predictions in practical conditions [2–
4]. Many techniques have been employed to measure NO in a variety of combusting systems to
meet the desired levels of accuracy and resolution, including probe measurements coupled to a gas
analyser [5–8] or to a spectrometer [9, 10], broadband absorption spectroscopy [11–14], and, more
recently and commonly, laser spectroscopy [15–22].

NO-Laser-Induced Fluorescence (NO-LIF) is a spectroscopy technique that offers in-situ, non-
intrusive NO measurements with low uncertainty and high resolution down to sub-ppm levels [23].
It is performed by capturing the fluorescence emitted by the NO molecules as they transition from
a laser-excited state to a lower-energy state. The light emitted is a function of the state of the
molecules (density, temperature, pressure) in the given measurement volume. Thanks to this prop-
erty, LIF can either be qualitative, e.g. the signal of a flame can be directly compared to another;
or quantitative. The latter can be achieved through calibration [23–25], where prior knowledge
of quantum spectroscopy of the excited molecule may, or may not, be required depending on the
selected technique. This work focuses on the quantitative measurement of NO using LIF.

Calibration techniques employed in the literature are revolving around two main strategies: the
linear extrapolation from seeded to nascent (i.e. naturally produced) NO concentrations, and the
calibration of the experimental optical setup using modelled LIF parameters. Their application
differs in each study according to the flame conditions in which it is performed and the set of
assumptions chosen by the authors. Nevertheless, a review of their span of applicability and the
assessment of their accuracy is lacking. This study aims to compare both techniques on a sample
set of data. Furthermore, both calibration techniques are usually applied by assuming a spectrally
constant interfering LIF signal by species other than NO (O2, CO2, H2O, etc), which is only valid at
low-pressure conditions. A comparison of both calibration techniques is then performed account-
ing for the variation of the interfering LIF with the absorption wavelength, as used at high-pressure
conditions. Hence, this study compares four techniques to obtain quantitative NO measurements.
The intent of this work is not to provide an exhaustive list of NO-LIF calibration techniques, but
rather to provide guidance on the applicability of the two main techniques for different experimen-
tal conditions and assumptions. The chosen calibration techniques consist of the most commonly
used in the literature to obtain quantitative, highly-resolved, low-uncertainty NO measurements.

First, the LIF theory is presented to give context to the assumptions and equations developed in
this work. This provides a basis for comparing different calibration techniques used in the litera-
ture for quantitative measurements. The experimental configurations and methods are then detailed
to be used as a vehicle for the comparison of the calibration techniques presented in subsequent
sections. These techniques are introduced by laying out their assumptions and equations. They are
then compared using a comprehensive uncertainty analysis. Finally, the advantages and disadvan-
tages of using each technique are summarised, such that this manuscript can be used as a guide
for future measurements of NO, or other species concentration, using LIF for various experimental
conditions.

6

https://doi.org/10.1016/j.jqsrt.2024.109221
http://creativecommons.org/licenses/by-nc-nd/4.0/


T
hi

s
is

an
A

cc
ep

te
d

M
an

us
cr

ip
to

fM
eu

le
m

an
s,

M
.,

D
ur

oc
he

r,
A

.,
V

er
sa

ill
es

,P
.,

B
ou

rq
ue

,G
.a

nd
B

er
gt

ho
rs

on
,J

.M
.(

20
25

),C
al

ib
ra

tio
n

te
ch

ni
qu

es
fo

rq
ua

nt
ita

tiv
e

N
O

m
ea

su
re

m
en

tu
si

ng
L

as
er

-I
nd

uc
ed

Fl
uo

re
sc

en
ce

,J
ou

rn
al

of
Q

ua
nt

ita
tiv

e
Sp

ec
tr

os
co

py
an

d
R

ad
ia

tiv
e

Tr
an

sf
er

33
0,

10
92

21
.d

oi
:1

0.
10

16
/j.

jq
sr

t.2
02

4.
10

92
21

.L
ic

en
se

d
un

de
rC

C
B

Y
-N

C
-N

D
.

2. Fundamentals of Laser-Induced Fluorescence

2.1. LIF theory
This section aims to provide a summary of LIF theory sufficient to support the assumptions and

equations used in the calibration techniques described later in this manuscript. The reader is invited
to consult several comprehensive reviews of LIF for a deeper understanding of the theory and the
fundamentals: Daily [26], Kohse-Höinghaus [24], Eckbreth [23], Laurendeau [27], Hanson et
al. [28], and Steinberg and Roy [25].

J''
 =

 0
 

 

J'' = 0
J'' = 1

J'' = 2
J'' = 3

Ground state

Electronically-

excited state

�
'' 

=
 0

 
 

�'' = 0 

�'' = 1 

J' 
= 

0 
 

J' = 0
J' = 1

J' = 2
J' = 3

�
' =

 0
 

 

�' = 0 

�' = 1 

Laser 
excitation

De-excitation

Figure 1: Illustration of LIF process through the representation of two electronical systems, the ground state (super-
script 2) and the excited state (superscript 1). For each electronical system, several vibrational bands (ν) represent the
possible vibrational levels of the excited molecule. Each band is composed of multiple pairs of rotational lines (J).
Each pair of rotational line holds a positive (+) and negative (-) parity representing the spin state of the molecule.
While laser excitation targets a very specific transition, represented by the red upward arrow, de-excitation can occur
to any allowed de-excited state. It is thus represented by a fan-shaped downward arrow.

LIF is a non-intrusive diagnostic technique capturing the fluorescence emitted by laser-excited
molecules as they revert back to a lower-energy state, as illustrated in Fig. 1. The fluorescence
intensity of the molecules is directly correlated to the state of the target molecule in the mea-
surement volume: density, temperature, and pressure. It also depends on other variables, such
as the state of other species present in the measurement volume, the laser energy and efficiency
to excite the molecule, and the detection system transmissivity and quantum efficiency, amongst
others. Therefore, to translate a fluorescence signal into information about the state of the target
molecule, LIF modelling is required. It predicts the rate at which different processes occur, re-
sponsible for populating and de-populating the different energy levels and, ultimately, how much
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fluorescence is generated. Two main processes are considered in this study: collisions and ra-
diative transitions (W ). The first process includes Rotational Energy Transfer (RET), Vibrational
Energy Transfer (VET), and Electronic Energy Transfer (EET). The second encompasses the laser-
induced stimulated transitions and spontaneous emission. Note that in this study, pre-dissociation
and photo-ionisation are neglected as typical energies used for NO-LIF are insufficient to trig-
ger these processes [23, 25, 29–31]. Pre-dissociation refers to the phenomenon wherein the ab-
sorption of energy by a multi-atomic molecule results in its dissociation before photon emission
occurs. Photo-ionisation denotes a process in which a change in the electronic configuration of
a molecule (through the gain or loss of an electron) leads to a molecular ion with an emission
spectrum distinct from the neutral molecule.

2.1.1. LIF signal modelling
LIF modelling can predict the transitions between different energy levels, where an energy

level represents a possible state of the molecule. The simplest is the 2-level LIF model [23],
often employed due to its simple and computationally-efficient description. In this approach, only
transitions between the ground-state and a single electronically-excited energy level are considered.
More complex models, such as a 3-level NO and O2-LIF model developed by Bessler et al. [32],
a 4-level CH-LIF model developed by Versailles [33], a 5-level NO-LIF model developed by Naik
and Laurendeau [34], or a 6-level OH-LIF model developed by Verreycken et al. [35], consider
additional ro-vibrational levels in the ground and electronically excited states, accessible through
RET and VET, as well as spontaneous emission and quenching. These models allow more detailed
and comprehensive descriptions of the technique with reduced assumptions as compared to the
common 2-level LIF model, which is sufficient for most linear LIF configurations [25].

Figure 2 represents the process that the laser-excited molecule undergoes within a 3-level LIF
model. For simplicity, RET and VET have been depicted together (R ` V ), although they can
occur independently. RET is generally the fastest of the possible energy transfers, and VET is
often slower than RET, especially in the ground state [34, 36]. Both RET and VET processes force
the molecular population towards a statistical Boltzmann distribution, also called thermalisation.
RET, however, is generally negligible when using low laser energies (linear LIF) [34], even in high
pressure conditions. Yet, RET has still been included in the following model to correspond to the
assumptions made in the LIF modelling software, LIFSim [32], used later in the study.

The process under which LIF occurs in Fig. 2 can be described as follows:

1. A narrow wavelength-tuned laser beam is used to excite a target molecule in the ground
state (state 1) known to have a transition at the excitation wavelength. The target molecule,
M, absorbs energy to the excited state 2. From state 1 to state 2, M gets excited through
radiative transfer, changing its electronic state. The rate at which it occurs is noted W12, the
laser-induced stimulated absorption rate constant. The excited molecule, denoted by M*,
will remain in this state for a lifetime τ2, on average.

2. Once in state 2, M* either:

• returns to its initial ground state 1 through:

– radiative transfer driven by the rate constant of laser-induced stimulated emis-
sion (W21), and by the rate constant of spontaneous emission (A21); or

– through collisions with other species at the rate constant of collisional quench-
ing (Q21); or
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State 2

State 1 State 3

W12

W21 Q21

Q23 A23

A21

R13 + V13

R31 + V31

Laser-coupled states Rovibrational manifold

Electronically-

excited
state

Ground
state

Figure 2: Schematic of a 3-level LIF model. Arrows represent the possible changes of state of the molecule through:
laser-induced stimulated absorption (W12) and emission (W21) represented by the solid arrows, collisional quench-
ing (Qul) represented by the dashed arrows, spontaneous emission (Aul) represented by the dotted arrows, and through
ro-vibrational relaxation (Rul `Vul) represented by the dot-dashed arrows. RET, VET, and EET in the electronically-
excited state are neglected.

• goes to a manifold ground state 3 through spontaneous emission (A23) or collisional
quenching (Q23).

3. From state 3, the molecule can undergo ro-vibrational relaxation back to its initial ground
state (R31+V31).

Any change of state must conform to the allowed transitions. Determining the allowed transi-
tions requires a complex description and understanding of the different quantum numbers of the
excited molecule at each state. This is usually done through the use of a LIF modelling software.
Ultimately, the description of the population through the different levels, as discussed in this sec-
tion, elucidates the different sources of fluorescence induced by the laser.

The total fluorescence emitted by the excited molecules is a summation of all fluorescence-
emitting transfers (W21, A21, and A23), weighted by the population density of each state (ni). The
latter is calculated according to the rates at which they are either populated or depopulated by
the various processes (W , A, and Q). Each of these terms can be calculated independently in
order to correlate the total emitted fluorescence with the state of the pre-excited molecule in the
measurement volume.

The population density of each state can be obtained through conservation equations:

dn1

dt
“ ´n1 pW12 ` R13 ` V13q ` n2 pW21 ` Q21 ` A21q ` n3 pR31 ` V31q ; (1)

dn2

dt
“ n1W12 ´ n2 pW21 ` Q21 ` A21 ` Q23 ` A23q ; (2)

dn3

dt
“ n1 pR13 ` V13q ` n2 pQ23 ` A23q ´ n3 pR31 ` V31q . (3)

The sum of these terms results in:

dn1

dt
`

dn2

dt
`

dn3

dt
“ 0; (4)

9

https://doi.org/10.1016/j.jqsrt.2024.109221
http://creativecommons.org/licenses/by-nc-nd/4.0/


T
hi

s
is

an
A

cc
ep

te
d

M
an

us
cr

ip
to

fM
eu

le
m

an
s,

M
.,

D
ur

oc
he

r,
A

.,
V

er
sa

ill
es

,P
.,

B
ou

rq
ue

,G
.a

nd
B

er
gt

ho
rs

on
,J

.M
.(

20
25

),C
al

ib
ra

tio
n

te
ch

ni
qu

es
fo

rq
ua

nt
ita

tiv
e

N
O

m
ea

su
re

m
en

tu
si

ng
L

as
er

-I
nd

uc
ed

Fl
uo

re
sc

en
ce

,J
ou

rn
al

of
Q

ua
nt

ita
tiv

e
Sp

ec
tr

os
co

py
an

d
R

ad
ia

tiv
e

Tr
an

sf
er

33
0,

10
92

21
.d

oi
:1

0.
10

16
/j.

jq
sr

t.2
02

4.
10

92
21

.L
ic

en
se

d
un

de
rC

C
B

Y
-N

C
-N

D
.

hence,

n1 ` n2 ` n3 “ n˝
T “ constant, (5)

where n˝
T is the total available population of the species of interest, M, in the measurement volume

prior to laser excitation (states 1 and 3).
The rate constant at which the molecule absorbs energy through laser-induced stimulated ab-

sorption (W12) is described as follows:

W12 “
B12

c
¨

I

∆νL
¨ Γ, (6)

where B12 is the Einstein absorption coefficient of the transition [m2¨J´1¨s´1], c is the speed of light
[m¨s´1], I is the incident laser irradiance [W¨m´2], ∆νL is the laser spectral linewidth [cm´1], and
Γ is the dimensionless overlap fraction. The incident laser irradiance is defined as:

I “
EL

A ¨ τpulse
, (7)

where EL is the average laser energy per pulse [J], A is the laser sheet cross-section [m2], and
τpulse is the laser pulse duration [s]. The dimensionless overlap fraction is defined following the
formulation of Partridge and Laurendeau [37]:

Γ “

ż

ν

Lpνq ¨ gpνqdν, (8)

where Lpνq is the dimensionless laser spectral distribution normalised such that
ş

Ldν “ c ¨ ∆νL,
and gpνq is the spectral lineshape function of the absorption transition normalised such that

ş

gdν “ 1.
The overlap fraction is, therefore, a parameter dependent on the laser linewidth and the flame con-
dition through p and T , which influence gpνq through Doppler and collisional broadening.

The rate constant at which the excited molecule returns to the ground state through laser-
induced stimulated emission (W21) is directly proportional to W12 through the degeneracies (i.e.
the number of states with the same energy level noted gi) of their respective energy levels:

W21 “
g1
g2

¨ W12 “
2J2 ` 1

2J 1 ` 1
¨ W12, (9)

where J is the rotational number of the ground (superscript 2) and excited (superscript 1) energy
level.

The Einstein rate constant of spontaneous emission (Aul) of the molecule transitioning from
an upper state (u) to a lower state (l) [s´1] is obtained for each transition [32, 38]. Similarly, the
collisional quenching rate constant (Qul) is obtained empirically for each species contained in the
measurement volume.

2.1.2. Linear steady-state LIF model assuming extremely fast RET and VET
For NO-LIF measurements, linear LIF is typically employed as less energy is available to excite

interfering species that could lead to background signal in the captured NO fluorescence [39]. It is
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also more difficult to reach complete saturation of the NO population, either spatially, temporally,
or spectrally, especially in high pressure conditions [23]. For these reasons, the remaining of the
study is conducted assuming the linear LIF regime.

In the linear LIF regime, the population in state 2 linearly increases with an increase of the laser
irradiance, and is balanced by collisional quenching, the main driver of the lifetime of excited NO
in state 2. When the de-excitation mechanisms are much faster (τ2 „ 1

ř

Qul
) than the duration of

the laser pulse (τpulse), steady-state can be assumed among the population densities [23, 40]. Thus,
the rate of change in the population density ni is nil (dni

dt “ 0), and using Eq. (1´2) and Eq. (5), it
leads to:

n2 “ n˝
T ¨

”

R31`V31

W12`R13`V13

ı

”

1 ` R31`V31

W12`R13`V13

ı

¨

”

W21`Q21`A21`Q23`A23

W12

ı

´

”

W21`Q21`A21´pR31`V31q

W12`R13`V13

ı . (10)

Additionally, prior to laser excitation, the population density in state 2 is assumed negligi-
ble (n˝

2 „ 0), such that Eq. (1) transforms to:

n˝
1 pR13 ` V13q “ n˝

3 pR31 ` V31q , (11)

where n˝
1 and n˝

3 are calculated using the Boltzmann fraction (fB) such that n˝
1 “ fB ¨ n˝

T, and
n˝
3 “ p1 ´ fBq ¨ n˝

T:
n˝
1

n˝
3

“
R31 ` V31

R13 ` V13

“
fB

1 ´ fB
. (12)

Assuming extremely fast RET and VET between state 1 and 3, consistent with the modelling
software LIFSim [32], R13, V13, R31, and V31 are outweighing the other terms in Eq. (10), such
that:

n2 “ fB ¨ n˝
T ¨

W12

fB ¨ W12 ` W21 ` Wsat
, (13)

where Wsat “ Q21 ` A21 ` Q23 ` A23 represents the rate constant at which M* gets de-excitated,
independently of the incident laser energy. Thus, the population density of state 2 is dependent on
the rate of energy absorbed (W12) by the target molecule at the initial laser-excitation state, and
also on the rate at which the state is depleted to fill the other states.

Under the linear regime assumption, Wsat " pfB ¨ W12 ` W21q, simplifying Eq. (13) to:

n2 “ fB ¨ n˝
T ¨

W12

Wsat
. (14)

As seen in Fig. 2, the total fluorescence emitted, and possibly captured by the camera, results
from the transitions from state 2 to state 1 (A21) or to state 3 (A23). For a 3-level LIF model,
involving the steady-state assumption, the total LIF signal (SM´LIF), per pulse, results from the
following equation:

SM´LIF “ n2 pA21 ` A23q ¨ EcTλ
Ω

4π
ℓA ¨ τpulse, (15)

where three factors are distinguished: n2 pA21 ` A23q is the rate of photon emission per unit vol-
ume [photon¨m´3¨s´1], EcTλ

Ω
4π
ℓA relates to the collection efficiency over the measurement vol-

ume [count¨photon´1¨m3], and τpulse is the laser pulse length [s] over which the camera integrates
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the signal. Ec is the quantum efficiency of the camera [count¨photon´1], Tλ is the transmissivity
of the optical system [-], Ω is the collection solid angle over which the fluorescence of M* is cap-
tured by the detection system [sr], and ℓ is the length of the laser path through the measurement
volume [m].

Thus, the total population density in the measurement volume prior to laser excitation (n˝
T) can

be recovered by measuring SM´LIF [count] and re-arranging Eq. (14) and Eq. (15):

SM´LIF “ fB ¨ n˝
T ¨

W12 pA21 ` A23q

Wsat
¨ EcTλ

Ω

4π
ℓA ¨ τpulse. (16)

The concentration is used to calculate the molar fraction of the molecule in the volume through
the ideal gas law:

n˝
T “ XM ¨

p

T ¨ Ru
¨ NA, (17)

where n˝
T is the total number density of M [m´3], XM is the molar fraction of M [-], p is the

pressure [Pa], T is the temperature [K] in the measurement volume, Ru is the universal gas con-
stant [J¨mol´1¨K´1], and NA is Avogadro’s number [mol´1].

2.1.3. Obtaining NO concentration from a 3-level linear steady-state LIF signal
For this study, NO concentration measurements are obtained by conducting NO-LIF in the

linear regime and assuming steady-state, thus Eq. (16) develops to:

SNO-LIF “ XNO ¨ fB ¨
p

T ¨ Ru
¨ NA ¨

B12

c
¨

I

∆νL
¨ Γ ¨

ř

Aul
ř

Qul `
ř

Aul

¨ EcTλ
Ω

4π
ℓA ¨ τpulse, (18)

with
ř

Aul “ A21 ` A23 and
ř

Qul “ Q21 ` Q23. Normalising SNO-LIF by the laser energy (linear
LIF regime), the total fluorescence emitted per pulse by excited NO and captured by the detection
system resolves to:

FNO-LIF “ SNO-LIF{EL, (19)

“ XNO ¨ fB ¨
p

T ¨ Ru
¨ NA ¨

B12

c
¨

Γ

∆νL
¨

ř

Aul
ř

Qul `
ř

Aul

¨ EcTλ
Ω

4π
ℓ, (20)

where FNO-LIF has the unit of [count¨J´1] or [J´1].
Ultimately, the total fluorescence measured by the detection system and normalised by the laser

energy can be expressed as:

FNO-LIF “ XNO ¨ fLIF pλ, fB, p, T, B12,∆νL,Γ, Aul, Qulq ¨ Copt pEc, Tλ,Ω, ℓq , (21)

where XNO is the molar fraction of NO in the measurement volume, fLIF is a factor encompassing
all absorption and emission parameters, and Copt is the optical calibration constant regrouping all
optical parameters [count¨photon´1¨m] or [m].
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fLIF can also be re-arranged according to the type of terms composing it:

fLIF “

flame-dependent
hkkkkkkikkkkkkj

pfB

T
¨

1
ř

Qul

¨

constants
hkkikkj

NA

cRu
¨

laser-dependent
hkkikkj

1

∆νL
¨

line-dependent
hkkkkikkkkj

B12

ÿ

Aul ¨

flame-
laser-

dependent
hkkikkj

Γ , (22)

where p
ř

Qul `
ř

Aulq „
ř

Qul as, generally,
ř

Aul !
ř

Qul. Thus, for a setup that is kept
untouched during an experimental campaign, only few parameters related to the flame condition
impact FNO-LIF.

In this study, for a given condition, XNO is determined through the measurement of FNO-LIF, and
through the inference of pfLIF ¨ Coptq obtained via calibration. This forms the core of quantitative
NO-LIF to which different techniques of calibration vary in the application of Eq. (21).

2.2. LIF calibration techniques and assumptions
In practical settings, LIF measurements must be performed by taking into consideration two

experimental effects: background subtraction and reburn. Both of these effects are tackled in
this work by employing different calibration techniques and assumptions, ultimately extending the
applicability of LIF for quantitative NO measurement.

2.2.1. Background subtraction
In flames, the LIF fluorescence is the result of the excitation of, not only the NO molecules,

but also other species present in the volume, typically O2, CO2, and H2O. Thus, the captured
fluorescence, Ffluo.pλq, integrates the light emitted by NO-LIF (FNO-LIFpλq), the LIF interfering
signal (Finterf.-LIFpλq), and signal related to other light sources (Fdark), such as flame chemilumines-
cence, ambient light, and camera dark noise:

Ffluo.pλq “ FNO-LIFpλq ` Fbckgdpλq, (23)
“ FNO-LIFpλq ` Finterf.-LIFpλq ` Fdark. (24)

To obtain the signal that is only dependent on NO excitation and, therefore, solely proportional to
the NO concentration at the measurement location, the total fluorescence signal needs to be rid of
any background signal (Fbckgdpλq). While Fdark can easily be measured, Finterf.-LIFpλq usually needs
to be inferred as its direct measurement is practically impossible.

Assumption of constant Finterf.-LIFpλq on the spectrum

Typically, Finterf.-LIFpλq is assumed constant for small changes in the excitation wavelength. This
is generally valid at atmospheric conditions where NO lines can be easily isolated from O2-LIF
or H2O-LIF systems and where CO2-LIF is a broadband faint background signal [41]. Thus,
Finterf.-LIFpλq can be deducted using the measured fluorescence signal of the flame at two excitation
wavelengths. These are chosen to correspond to an on-resonance peak of NO absorption (λon), and
an off-resonance wavelength (λoff). The subtraction of the signal Ffluo.pλq obtained at both wave-
lengths leads to FNO-LIF free from Fbckgdpλq, as it is assumed that Finterf.-LIFpλonq “ Finterf.-LIFpλoffq:

FNO-LIF “ Ffluo.pλonq ´ Ffluo.pλoffq “ FNO-LIFpλonq ´ FNO-LIFpλoffq, (25)
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where FNO-LIFpλoffq „ 0.

Assumption of non-constant Finterf.-LIFpλq on the spectrum

When constant interfering LIF cannot be assumed, an alternative solution was proposed by Ver-
sailles et al. [22, 42]. They developed a strategy to calculate Finterf.-LIFpλq at high pressure condi-
tions using the signal of a seeded (subscript ‘nsct+sd’) and unseeded (subscript ‘nsct’) flames1. By
recognising that Finterf.-LIFpλq is the same in seeded and unseeded flames:

Finterf.-LIFpλq “ Ffluo.,nsctpλq ´ Fdark ´ FNO-LIF,nsctpλq, and (26)
“ Ffluo.,nsct+sdpλq ´ Fdark ´ FNO-LIF,nsct+sdpλq, (27)

where FNO-LIF,nsctpλq and FNO-LIF,nsct+sdpλq are a priori unknown, and defining FNO-LIF,sdpλq as the
difference of signal between seeded and unseeded flames, only proportional to the seeded concen-
tration of NO:

FNO-LIF,sdpλq “ FNO-LIF,nsct+sdpλq ´ FNO-LIF,nsctpλq, (28)
“ Ffluo.,nsct+sdpλq ´ Ffluo.,nsctpλq, (29)

then, Finterf.-LIFpλq can be calculated:

Finterf.-LIFpλq “ Ffluo.,nsct+sdpλq ´ Fdark ´ FNO-LIF,sdpλq ¨ Cbckgd, (30)

where Cbckgd, the dimensionless background coefficient, is obtained by removing the NO spec-
tral features from Finterf.-LIFpλq through a fitting procedure. Using this technique, Finterf.-LIFpλq is
obtained assuming a spectrally non-constant interfering LIF signal, enabling the calculation of
FNO-LIF, free from Fbckgdpλq:

FNO-LIFpλq “ Ffluo.pλq ´ Fdark ´ Finterf.-LIFpλq. (31)

This method was used to obtain NO-LIF measurements at high pressure conditions [22, 42, 43].

2.2.2. Reburn
Both calibration techniques that are presented in the following section rely on seeding the flame

with NO in order to obtain pfLIF ¨ Coptq, or some terms of it, from Eq. (21). In this work, seeding
is possible because NO is a stable molecule at ambient conditions. Despite its initially-stable
state, NO can react through the flame, so called reburn, leading to a lower fluorescence signal than
expected from what should be a constant concentration. This occurs when seeding is performed in
large quantity [44], at rich and/or high pressure conditions, and in N-containing fuels such as NH3.
Conditions for NO reburn are explored in Appendix C.1.

As such, two calibration techniques are presented in this work: the linear extrapolation from
seeded to nascent NO concentrations that cannot be applied in case of non-negligible reburn, and
the optical calibration using experimental and modelled LIF parameters that can be applied in
conditions of reburn or when the molecule cannot be seeded (such as CH, NH, or OH).

1These notations were defined to be representative of the source of NO in the flame, see nomenclature.
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Assumption of negligible NO reburn

Under the assumption of negligible reburn, a calibration technique can be employed to avoid cal-
culating pfLIF ¨ Coptq explicitly in order to obtain XNO from FNO-LIF in Eq. (21).

Figure 3: Illustration of the linear extrapolation from seeded to nascent NO concentrations calibration technique. The
extrapolation of the measured FNO-LIF with the different levels of NO seeding leads to the determination of Clin, valid
for a given flame condition and axial location in the domain.

The calibration technique via the linear extrapolation involves the seeding of the measurement
volume with one, or several, levels of NO concentration, as demonstrated in Fig. 3. This is possible
by assuming that every term of Eq. (22) as well as Copt, remain constant between the unseeded and
seeded flames, at a given location, such that:

FNO-LIF,nsct “ XNO,nsct ¨ fLIF ¨ Copt, (32)

and,
FNO-LIF,nsct+sd “ XNO,nsct+sd ¨ fLIF ¨ Copt, (33)

where XNO,nsct is the nascent concentration of NO, i.e. the measurement of interest, and XNO,nsct+sd

is the concentration of NO contained in flame after seeding, composed of the seeded NO in the
initial mixture (XNO,sd) and the nascent NO (XNO,nsct). As such, the following applies:

FNO-LIF,nsct “ XNO,nsct ¨ Clin, (34)

where Clin is the linear coefficient between the LIF signal and the seeded NO level [J´1¨ppm´1]:

Clin “ fLIF ¨ Copt “
FNO-LIF,nsct+sd ´ FNO-LIF,nsct

XNO,sd
, (35)

and, ultimately, allows the calculation of XNO,nsct.
If this technique was applied under NO reburn conditions, the actual XNO,sd would be lower

than expected (see Fig. C.16 in Appendix), leading to a lower FNO-LIF,nsct+sd and Clin. This would
invalidate the linear extrapolation of XNO,nsct.

This technique is valid in the three LIF regimes (linear, intermediate, saturated) and is one of the
most commonly employed calibration techniques since it does not require any LIF modelling [16,
18, 20, 21, 45–48]. Nonetheless, care must be employed when performing such calculations as
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it is valid only if the composition and condition (pressure and temperature) are assumed constant
between the seeded and unseeded flames; thus, it is only applicable in flames that are temporally-
stable and at a single given location of the flame. To apply the calibration to other conditions,
corrections must be applied between the calibration flame and the measured flame, accounting for
the difference in the temperature, the Boltzmann fraction, and the collisional quenching rate, as
seen through the flame-dependent terms of Eq. (22), and described by Watson et al. [47], Sahu
and Ravikrishna [48], and Brackmann et al. [21]. By employing such corrections, this technique
is ultimately similar to the one presented next, where fLIF is modelled and Copt calibrated.

Assumption of non-negligible NO reburn

Under the assumption of non-negligible NO reburn, or in cases where seeding of the target molecule
is not possible, a technique is used to model the terms of fLIF in Eq. (22) and to calibrate Copt as
its terms are difficult to model and measure. With this calibration technique, the experimental LIF
signal is compared to a modelled one such that:

F exp
NO-LIF “ Xexp

NO ¨ f exp
LIF ¨ Copt, (36)

and,
F num

NO-LIF “ Xnum
NO ¨ f num

LIF , (37)

where a distinction is made between the terms obtained numerically (superscript ‘num’) and ex-
perimentally (superscript ‘exp’). The determination of Copt is done by fitting the experimental to
the modelled LIF signal of a calibration flame with a known and finite concentration of seeded NO,
under which assumptions of negligible NO reburn apply, such that:

F num
NO-LIF,sd “

F exp
NO-LIF,sd

Copt
, (38)

or,

Copt “
pFNO-LIF,nsct+sd ´ FNO-LIF,nsctq

exp

pFNO-LIF,nsct+sd ´ FNO-LIF,nsctq
num “ EcTλ

Ω

4π
ℓ. (39)

Copt is independent of the calibration flame chosen as it only represents the experimental optical
constants (see Appendix C.4). Once obtained, quantitative measurement of NO can be achieved
by normalising the signal of the unseeded flame by Copt, FNO-LIF,nsct{Copt, or by calculating XNO,nsct

through the modelling of f exp
LIF .

This calibration technique is, therefore, applicable to any other flame conditions, even if there
is reburn of NO or if they are temporally-unstable, as long as the optical calibration coefficient
is obtained in a flame without reburn, or in a flow that can be accurately modelled chemically.
This considerably extends the applicability of LIF for quantitative NO measurements. It relies on
the assumption that the parameters of f num

LIF are accurately captured by the numerical model in the
calibration flame. This technique is also valid in the three LIF regimes as long as f num

LIF is modelled
accordingly. While not always used under the same terminology, several studies use this exact
technique [49–51], or a variant [21, 47, 48, 52].

The Copt calibration technique is also applicable in conditions where the target molecule cannot
be seeded. In this case, a surrogate molecule can be excited in place of the target molecule [53,
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54], or the LIF measurement can be combined with another measurement technique, such as
Rayleigh [33, 55–57] or Raman scattering [58, 59], to ultimately obtain Copt. The Rayleigh and
Raman calibration techniques rely on measuring the scattered signal of a stable molecule, such as
N2, He, or H2, using the same experimental and optical setup than for the LIF signal measurement.
The measured scattered signal is a function of the molecule cross-section and its number density,
the laser parameters, and the calibration coefficient of the optical system (Copt). Hence, Copt can be
obtained by modelling the other parameters and can then be integrated in the LIF model to obtain
the absolute measurement of the short-lived species. An alternative consists of calculating the ra-
tio of the LIF and scattering signals, leading to a fluorescence signal free of the optical calibration
coefficient [33]. The measurement of the Rayleigh or Raman scattering signals can, however, lead
to experimental difficulties, specifically in handling laser reflections [25].

These techniques are important for the quantitative measurement of short-lived species, though
they are less commonly employed. The specifics of these techniques are beyond the scope of this
work, but can readily be applied from the general principles outlined in this study.

2.2.3. Scope of the study
This work specifically focuses on the two pairs of calibration techniques and background sub-

traction methods aforementioned as, combined, they represent the largest span of applicability for
quantitative NO measurements. Therefore, this study aims to compare four techniques by pre-
senting their experimental strategies, mathematics, and uncertainties: the extrapolation of seeded
to nascent NO concentrations assuming constant and non-constant interfering LIF, and the optical
calibration using experimental and modelled LIF parameters assuming constant and non-constant
interfering LIF.

3. Experimental setup and methods

The comparison of the NO quantification techniques is conducted by collecting the LIF signal
of several flames at varying experimental conditions, and processed using different methodologies
to obtain the measurement of NO produced by the flames. This work presents measurements from
flames obtained in a stagnation flame burner, however, LIF diagnostics are applicable to a variety
of different flame setups thanks to its non-intrusive in situ nature, such as in porous burners [16,
18, 46], Bunsen burners [59], diffusion and premixed counter-flow burners [20, 34, 48, 60], shock
tubes [61], jet flames [62], and Direct-Injection engines [45].

3.1. Stagnation flame burner
Premixed, laminar, quasi-1D, methane-air flames are produced using a water-cooled stagnation

plate burner, as depicted by Fig. 4a. It is placed inside a high-pressure enclosure with four windows
for optical diagnostics. It is designed for gas turbine operating pressures, and has been used up to
16 atm [22, 42]. The fuel/oxidiser blend flows through a mixing tank to ensure homogeneity of the
mixture. A co-flowing stream of inert gas is used to shield the flame from the surrounding gas. The
flat, lifted, stagnation flame is stabilised between the nozzle and the plate, separated by a distance
of „ 9.5 mm. The stagnation plate is maintained at a constant temperature during the experiments
using cooling water.

In this study, three flames are produced, covering a variety of conditions described in Tab. 1.
They have been chosen to demonstrate the applicability of the calibration techniques at varying
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Figure 4: Side view of the stagnation flame burner (a), top view of the laser and detection system setup for NO-LIF
diagnostic (b).

equivalence ratios and through a wide range of adiabatic flame temperatures. To reach a high
adiabatic flame temperature (Phi0.9_Tad2500K_O40), oxygen-enriched air is used in combination
with argon dilution in the oxidiser stream for improved flame stability. To perform NO-LIF cal-
ibration, each flame is also seeded with NO at several concentrations. The notation presented in
Tab. 1 is defined as:

XO2 “
9NO2

9NO2 ` 9NN2

, (40)

XAr “
9NAr

9NO2 ` 9NN2 ` 9NAr
, (41)

XNO,sd “
9NNO,sd

9Ntotal
“

9NNO,sd

9NCH4 ` 9NO2 ` 9NN2 ` 9NAr ` 9NNO,sd
, (42)

where 9Ns is the molar flow rate of species s [mol¨s´1], XO2 is the oxygen molar fraction of the
oxidiser mixture, XAr is the argon dilution in the diluted-oxidising mixture, and XNO,sd is the NO
mole fraction of seeded NO in the premixed flow.

The different gas flow rates are controlled using a series of thermal Mass Flow Controllers (MFCs,
Bronkhorst El-Select). They are calibrated before the measurement campaign using their respec-
tive gas with a dry-piston calibrator (DryCal ML-500), yielding an uncertainty of ˘ 0.4% on the
flow rate of each MFC. NO is seeded in the mixture from gas cylinders containing 247 ppm ˘ 2%
of NO in N2 for the undiluted flames, and 2965 ppm ˘ 2% of NO in Ar for the Ar-diluted flames.
The NO gas mixture is further diluted to the desired seeding concentration using additional bath
gas. In the case of non-diluted flames (Phi0.9_Tad2130K_O21 and Phi0.7_Tad1830K_O21), en-
riched oxygen is used to compensate for the extra dilution of N2 due to the seeding of NO, ensuring
a final 3.76:1 ratio of N2 to O2 in the oxidiser stream.

Boundary conditions needed to perform simulations are acquired during the experiments with
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Table 1: Flame conditions used in this study.
Flame Fuel ϕ Tad p XO2 XAr XNO,sd Experimental samples

nomenclature species [-] [K] [atm] [-] [-] [ppm]
Constant
Finterf.-LIF

Non-constant
Finterf.-LIF

Phi0.9_Tad2130K_O21 CH4 0.9 2130 1 0.21 0.0000

0 6 4
25 3 2
50 4 2
75 5 2

Phi0.7_Tad1830K_O21 CH4 0.7 1830 1 0.21 0.0000
0 2 -

50 2 -

Phi0.9_Tad2500K_O40 CH4 0.9 2500 1 0.40 0.3085
0 2 -

150 2 -

Particle Tracking Velocimetry (PTV) [33, 40, 63, 64]. Type-K thermocouples are used to measure
the inlet temperature of the mixture pTinq and the stagnation plate temperature pTwallq within ˘ 2 K
and ˘ 5 K, respectively. The length of the domain used for the simulations pLq is determined at
the location of minimum uncertainty of the velocity, in the unburnt region, which is where the inlet
velocity puinq and the axial strain rate pduin{dzq are extracted. The boundary conditions for each
flame and their respective uncertainties are presented in Appendix A.

3.2. Laser and detection system
Figure 4b presents the hardware setup to obtain NO-LIF data. Light is emitted by a pulsed

Nd:YAG laser (Spectra-Physics Quanta-Ray Pro-230) using the third harmonic at 355 nm. Short
and energetic pulses are achieved by delaying the Q-switch by 173 ns using a delay generator (SRS
DG535). The laser beam passes through a wavelength-tunable dye laser (Sirah Cobra-Stretch) con-
taining a Coumarin 450/methanol dye solution, and through a frequency-doubling crystal (Sirah
BBO SGH-215). The resulting laser beam can be tuned to a wavelength of „ 226 nm with a pulse
duration of „10.5 ns at a repetition rate of 10 Hz. A series of lenses shape the beam into a thin
sheet („ 9 mm tall and „ 1 mm wide) focused above the centre of the burner. A micro-lens ar-
ray system is also used to ensure beam homogeneity [65]. The laser beam is used to excite the
A´X p0, 0q electronic system of NO at different wavelengths around 226 nm (see theoretical ex-
citation spectrum in Fig. 5). This spectral region was chosen, following the recommendation of
DiRosa [66] and Bessler et al. [41, 67], to minimise the impact of interfering LIF signal and to
maintain a strong LIF signal with an increasing temperature of the mixture.

The wavelength of the laser is monitored several times per day to ensure that the laser beam is
produced at the desired wavelength. This is done by comparing a theoretical excitation spectrum
to one obtained experimentally. The experimental spectrum is obtained by varying the wavelength
of the dye laser from „ 226.00 nm to „ 226.06 nm and capturing the LIF signal of a cold flow of
constant NO concentration. The resulting comparison is presented in Fig. 5.

This routine procedure also permits to obtain the laser beam profile, often not perfectly ho-
mogeneous when resulting from a dye laser, to correct the signal for any spatial fluctuation. An
example of such inhomogenity is depicted later in this paper (see Fig. 6).

The emitted fluorescence from excited NO molecules is captured by a UV-Intensified CCD
camera (DiCam-Pro 12-bit, Gen II). The ICCD camera records the LIF signal at 90˝ from the
laser sheet. It is equipped with extension tubes and an UV achromatic lens (Sodern Cerco 2178),
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Figure 5: NO excitation spectrum obtained experimentally (squares) and with LIFSim (black curve) at a temperature
of 300 K. The NO transition lines positions and labels are also specified. The nomenclature of each NO transition
is specific to the quantum features of the transition. The position of the online (λon) and offline (λoff) excitation
wavelengths, used experimentally, is also shown (blue dashed lines). The laser lineshape, inferred experimentally, is
displayed via the green curve, centred around λon.

yielding a resolution of 26.3 ˘ 0.1µm/pix. The camera is also equipped with a 235 nm long-
pass filter to remove Rayleigh scattering and reflections. The image is binned 4ˆ8 (vertically
and horizontally, respectively) to enhance the signal-to-noise ratio. Finally, a gating of 300 ns is
used to capture the entirety of the fluorescence emitted and reduce the contribution from the flame
chemiluminescence.

Two photo-diodes (Thorlabs PDA10A), each coupled to a 90:10 beamsplitter, monitor the laser
energy and pulse duration along the optical path and allow the assessment of the shot-to-shot
change in laser energy used for the normalisation of the experimental LIF signal. As it is im-
possible to measure the absolute laser energy at the location of the flame, a measurement of the
laser energy is obtained „30 cm upstream of the flame and is assumed proportional to the energy
irradiating the NO molecules. An absolute measurement of the laser energy prior to each mea-
surement is performed at the exit of the dye laser („300 cm upstream of the flame) and leads to
„0.7 mJ/pulse spread on an unfocused sheet of „1 mm width by „9 mm height. Additionally,
linearity was verified by comparing experimentally-obtained spectra with theoretical linear spectra
obtained from LIFSim [32], as seen in Fig. 5. It was also confirmed that the response of the signal
for a given concentration of NO in a cold flow is linear with a change in the laser energy. The
camera and photo-diodes are triggered synchronously with the dye laser gating with each signal
collected using a 1 GHz sampling rate oscilloscope (Picoscope 2406B).

The acquired data results in a set of 2D fluorescence images (Sfluo.pλq) with their associated
shot-to-shot laser energy (ELpλq). The signal of each image is averaged along the centre-line of
the burner and is normalised by the average laser energy leading to a signal, Ffluo.pλq, composed of
FNO-LIFpλq, Finterf.-LIFpλq, and Fdark, as seen in Eq. (24).

For each calibration technique presented, strategies must be employed to: 1) rid the signal
Ffluo.pλq from any background signal Fbckgdpλq to obtain FNO-LIFpλq; and 2) relate FNO-LIFpλq to the
concentration or molar fraction of NO to solve Eq. (21).
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4. NO-LIF calibration techniques

This section presents four techniques to transform Ffluo.pλq into quantitative NO measurements.
Two calibration methodologies are employed: the linear extrapolation from seeded to nascent
NO concentration (Clin) and the optical calibration using experimental and modelled LIF parame-
ters (Copt). Both techniques are used under two background subtraction methods, assuming spec-
trally constant and non-constant interfering LIF signal. They differ in the way that FNO-LIFpλq is
calculated. The four techniques are presented and compared using the sample data obtained as
described in the previous section.

4.1. Calculation of FNO-LIFpλq using Ffluo.pλq

The experimental methodology to measure Ffluo.pλq differs according to the assumption formu-
lated about Finterf.-LIFpλq. This leads to a different calculation of FNO-LIFpλq.

4.1.1. Assumption of constant Finterf.-LIFpλq on the spectrum
As presented in Section 2.2.1, the interfering LIF signal can be assumed constant under low

pressure conditions, up to 4 atm [22]. In such conditions, the contribution of Finterf.-LIFpλq can
be removed from Ffluo.pλq by subtracting the signal of an off-resonance absorption from an on-
resonance absorption signal, as recalled from Eq. (25).

The axially-resolved signal produced within the measurement volume (Ffluo.pλq) is obtained by
averaging the LIF signal of 5,000 images at two wavelengths, indicated in Fig. 5. An online signal
pSfluo.,onq is captured at a wavelength λon = 226.0345 nm corresponding to a peak in absorption of
the NO molecules comprising the P1(23.5), Q1+P21(14.5), and Q2+P12(20.5) lines. Additionally, an
offline signal pSfluo.,offq is captured at a wavelength λoff = 226.0470 nm corresponding to a minimum
in absorption. The signal of the flame without laser illumination pSdarkq is also captured (1,000
images) to obtain the flame chemiluminescence, ambient light, and camera dark noise signals.
Finally, the laser beam profile is obtained pSBPq in a cold flow of NO (1,600 images) and is used to
correct the signal for spatial inhomogeneity in the laser sheet.

The background signal is subtracted from the online and offline signals, and these are nor-
malised by their corresponding laser energies (EL,on and EL,off). The offline fluorescence is used
to remove the contribution from any interfering LIF signals from the online fluorescence. The
subtraction of the two signals is normalised by the laser beam profile (SBP, normalised such that
ş

SBPdz “ 1), and results in a signal (FNO-LIF) that is only proportional to the NO concentration in
the measurement volume. These operations are conducted as follows:

FNO-LIF “ pFfluo.pλonq ´ Fdarkq ´ pFfluo.pλoffq ´ Fdarkq, (43)

“

„

pSfluo.,on ´ Sdarkq

EL,on
´

pSfluo.,off ´ Sdarkq

EL,off

ȷ

¨
1

SBP
. (44)

Each step of the LIF processing is presented in Fig. 6. A sample image is presented on the
left-hand side of the figure, along with its extracted signal profile on the right-hand side. Each
profile is extracted at the centre line of the nozzle (r0) and averaged radially from r0 ´ ∆r to
r0 ` ∆r, representing a band of „4.2 mm. Figure 6a presents the laser beam profile in a cold flow
of NO. In the profile, the laser inhomogeneity can clearly be distinguished. Despite the use of a
micro-lens array [65], fluctuations in the laser energy occur throughout the domain. Slight laser
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Figure 6: LIF signal obtained at several steps of the experimental process: a) in a cold flow of NO; and b-e) in the
unseeded Phi0.9_Tad2130K_O21 flame.

reflections on the stagnation plate (z = 0mm) and on the nozzle (z = 9.5mm) can also be seen in
the image and on the profile. Figure 6b presents the LIF signal obtained at the online wavelength in
an unseeded flame. The signal is nil in the cold unburnt region of the flow as the flow is not seeded
with NO, and naturally, does not produce NO. In the flame front, the signal is stronger due to flame
chemiluminescence. This leads to background in the signal that needs to be accounted for. The
signal in the post-flame region is mostly produced by the NO naturally formed by the flame. The
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signal seems to decrease in the post-flame region, opposite to what is expected from the formation
of NO in the post-flame region through the thermal-NO pathway. This artificial effect is due to
the laser spatial inhomogeneity and background signal discussed previously, and hence, requires
the signal to be corrected for it. Figure 6c depicts the image obtained without laser illumination
to obtain the dark signal, encompassing the flame chemiluminescence, camera dark noise, and
ambient light. This signal is later removed from the online and offline profiles. Figure 6d shows
the image obtained at the offline wavelength. Despite production of NO in the post-flame region,
the signal cannot be clearly distinguished because the offline excitation wavelength represents a
minimal absorption of the NO molecules, as seen in Fig. 5. The flame chemiluminescence, and
the laser reflections on the plate and nozzle can still be seen in the image and profile. Finally,
Fig. 6e presents the processed signal following the methodology described below and in Eq. 44.
The resulting signal is rid of laser inhomogeneity, flame chemiluminescence, camera dark noise,
reflections, and ambient light. The signal sharply increases through the flame front, followed by
a slower increase through the post-flame region. The increase of the signal near the plate is due
to the thermal boundary layer of the cold plate, increasing the LIF signal despite no production of
NO in this region.

4.1.2. Assumption of non-constant Finterf.-LIFpλq on the spectrum
In conditions where the interfering LIF signal cannot be assumed constant, as discussed in Sec-

tion 2.2.1, another experimental methodology needs to be employed to infer Finterf.-LIFpλq without
its direct measurement. In such conditions, Finterf.-LIFpλq is determined by measuring the signal of
a seeded and an unseeded flame at varying excitation wavelengths.

The signal produced within the measurement volume (Ffluo.pλq) is calculated using the av-
erage of the captured signals of 120 laser pulses at 80 different excitation wavelengths from
„ 226.006 nm to „ 226.116 nm, in steps of 1.4 pm. The resulting signal is axially- and spectrally-
resolved. Similar to the previous experimental technique, Sdark and SBP are captured to rid the
signal of flame chemiluminescence, camera dark noise, ambient light, and the laser sheet spatial
inhomogeneity, as per the subsequent equations:

FNO-LIFpλq “ pFfluo.pλq ´ Fdarkq ´ Finterf.-LIFpλq, (45)

“

„

pSfluo.pλq ´ Sdarkq

ELpλq

ȷ

¨
1

SBP
´ Finterf.-LIFpλq. (46)

Following Eq. (46), Finterf.-LIFpλq needs to be inferred in order to obtain FNO-LIFpλq.
The measurements are carried out in a seeded and unseeded flame, and examples of images

captured during the process are shown in Fig. 7. Selected images of the excitation spectrum in a
flame seeded with 50 ppm of NO are displayed on the top row of Fig. 7. They represent either an
on-resonance (Fig. 7a, b, and d), or an off-resonance excitation (Fig. 7c and e). The associated
excitation spectrum, Sfluo.,nsct+sdpλq extracted at z “ 3 mm, is plotted in red in the middle of the
figure. Similarly, images captured in the unseeded flame are displayed on the bottom row of the
figure. Its associated excitation spectrum, Sfluo.,nsctpλq also extracted at z “ 3 mm, is plotted in blue
in the middle of the figure. The wavelengths at which the images were extracted are indicated by
the dashed lines. The brightness of the images was kept constant with wavelength for qualitative
comparison. Naturally, the signal is stronger in the cold seeded region of the flame on an on-
resonance wavelength due to the increased number density and the reduced quenching rate. For a
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given wavelength, on or off-resonance, the signal is also stronger in the seeded flame than it is in
the unseeded flame due to the increased concentration of NO. The signal remains to be corrected
for the background signal (especially flame chemiluminescence) and the laser inhomogeneity, as
described in Eq. (46).

Figure 7: LIF signal obtained at several excitation wavelengths during the experimental process in the seeded (top)
and unseeded (bottom) Phi0.9_Tad2130K_O21 flame. The fluorescence signal (Sfluo.pλq), extracted at z “ 3 mm, is
plotted for both flames in the centre of the figure. The dashed lines represent the excitation wavelength at which each
image was extracted. Note that the brightness of the images from the unseeded flame are enhanced compared to those
from the seeded flame.

The interfering LIF signal is determined by eliminating any contribution from the NO lines on
a seeded NO-LIF spectrum. Following the previous logic described in Eq. (24), the fluorescence
signal of the flame is rid of its dark signal, such that for a seeded flame, the following equation is
obtained:

Ffluo.,nsct+sdpλq ´ Fdark “ FNO-LIF,nsct+sdpλq ` Finterf.-LIFpλq, (47)

and by defining:
FNO-LIF,sdpλq “ FNO-LIF,nsct+sdpλq ´ FNO-LIF,nsctpλq, (48)

the following relationships apply:

Ffluo.,nsct+sdpλq ´ Fdark “ FNO-LIF,sdpλq ` FNO-LIF,nsctpλq ` Finterf.-LIFpλq, (49)

“ FNO-LIF,sdpλq ¨

„

1 `
FNO-LIF,nsctpλq

FNO-LIF,sdpλq

ȷ

` Finterf.-LIFpλq, (50)

“ FNO-LIF,sdpλq ¨ Cbckgd ` Finterf.-LIFpλq, (51)

where Cbckgd represents a scaling coefficient between the interfering LIF signal and the signal of a
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known concentration of NO, necessary for the calculation of the total seeded fluorescence signal,
with:

Cbckgd “ 1 `
FNO-LIF,nsctpλq

FNO-LIF,sdpλq
. (52)

The coefficient is not wavelength-dependent due to the division of the two wavelength-dependent
signals, that spectrally scale uniformly with NO concentration.

To obtain Cbckgd, Eq. (52) cannot be used as FNO-LIF,nsctpλq is unknown without the prior knowl-
edge of Finterf.-LIFpλq. Instead, Cbckgd is obtained through Eq. (51) by fitting Finterf.-LIFpλq on mea-
sured profiles as follows:

Finterf.-LIFpλq “ pFfluo.,nsct+sdpλq ´ Fdarkq ´ FNO-LIF,sdpλq ¨ Cbckgd, (53)

where FNO-LIF,sdpλq is obtained by subtracting the signal of an unseeded flame from a seeded flame.
This applies if the NO seeding is assumed to not change the concentration of interfering species
and therefore remains constant for a given wavelength (see Appendix C.2). The determination of
Cbckgd is performed by iterative least-squares minimisation of the difference between the calculated
Finterf.-LIFpλq and a filtered (smoothed) version of itself, using Eq. (53) to remove any NO spectral
features from Finterf.-LIFpλq. The filtering of Finterf.-LIFpλq removes the effect of experimental noise.

This process is demonstrated in Fig. 8 for a given axial location of a flame. In Fig. 8a, each term
of Eq. (53) is presented, including the final calculated interfering LIF spectrum, obtained after the
iteration process of Cbckgd. Figure 8b-d presents the iteration process of Cbckgd, where Finterf.-LIFpλq

is plotted with its smoothed counterpart for different values of Cbckgd.
The iteration of Cbckgd is performed to obtain Finterf.-LIFpλq under three constraints:

1. Finterf.-LIFpλq must not contain NO features;
2. Finterf.-LIFpλq|smoothed must be non-negative, as a negative signal is non-physical; and
3. Cbckgd must minimise the least-square difference between Finterf.-LIFpλq and Finterf.-LIFpλq|smoothed.

In the event that Cbckgd is too small (Fig. 8b), Finterf.-LIFpλq still displays contributions of the NO-
lines captured in the peaks of the grey curve aligning with the peaks present in the red, blue,
and black curves of Fig. 8a. In the event that Cbckgd is too large (Fig. 8c), Finterf.-LIFpλq|smoothed

becomes negative and is, thus, a non-physical solution showing negative NO-LIF features. The
appropriately fitted Finterf.-LIFpλq is displayed in Fig. 8d where negative values in the grey curve are
limited to experimental noise, and where NO features cannot be clearly distinguished.

As the sample data was collected at atmospheric conditions, Fig. 8a validates the assumption
of a nearly constant interfering LIF signal between the online (λon) and offline (λoff) wavelengths.
Hence, the previous experimental methodology assuming constant interfering LIF signal is demon-
strated valid in these conditions, as per [22].

It is important to note that Cbckgd can be determined in flames with significant reburn, as long
as the flame can be seeded and that the NO-LIF features of Ffluo.,nsct+sdpλq and Ffluo.,nsctpλq can be
distinguished from the interfering LIF profile.

Finally, Cbckgd is computed for each axial location, and the profile is approximated by a sextic
Bézier curve to reduce noise [42]. Once Finterf.-LIFpλq is obtained, FNO-LIFpλq is calculated following
Eq. (46) for a given wavelength. For the remaining of this work, the FNO-LIF profile is calculated
using the signal at λon as it possesses the best signal-to-noise ratio, as well as the least temperature
dependency.
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4.1.3. Comparison of FNO-LIF profiles considering both assumptions on Finterf.-LIFpλq

The calculated FNO-LIF profiles are compared for the Phi0.9_Tad2130K_O21 flames in Fig. 9.
Only the unseeded and one seeding level (XNO,sd “ 50 ppm) are displayed for clarity. They are pre-
sented with their respective uncertainty quantification through the error-bar at z “ 3 mm. Profiles
are normalised by the optical calibration coefficient (Copt) for a quantitative comparison as they
have been measured using a different experimental configuration. The methodology to do so is
presented in Section 4.2.2.

Profiles obtained using constant and non-constant Finterf.-LIFpλq assumptions show a perfect
agreement for each level of seeding along the entire domain. Discrepancies can be observed in the
region near the plate (z „ 0 ´ 1 mm) due to larger scatter and a smaller data set for the technique
assuming non-constant Finterf.-LIFpλq, but is, usually, not the region of interest in the measurement of
NO. These results demonstrate the effectiveness of both assumptions in the calculation of FNO-LIF,
as expected for atmospheric conditions.

Figure 8: Determination process of Cbckgd via iteration, at a given position of the post-flame region of the
Phi0.9_Tad2130K_O21 flame (p= 1 atm): a) signals composing the terms of Eq. (53); b-d) inference of Finterf.-LIFpλq

using different values of Cbckgd (b - too small, c - too large, d - optimal).
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Figure 9: Comparison of the FNO-LIF{Copt profiles of the unseeded (left) and seeded (right) Phi0.9_Tad2130K_O21
flames using the assumptions of constant (purple) and non-constant (green) Finterf.-LIFpλq. Note the different scales of
the vertical axis between both figures.

4.2. Calculation of XNO,nsct using FNO-LIFpλq

Once FNO-LIFpλq is rid of Fbckgdpλq, it can be used to calculate the amount of NO in the volume,
as per Eq. (21). The application of this equation differs according to the assumption of NO re-
burn that is formulated. This translates into a different post-processing of the experimental results
through two distinct calibration techniques.

4.2.1. Clin: Linear extrapolation from seeded to nascent NO concentrations - Assumption of neg-
ligible NO reburn

This calibration technique relies on the determination of a coefficient, Clin, representing the
linear proportionality of a signal for a given molar fraction of NO. As discussed in Section 2.2.2,
Clin replaces (fLIF ¨ Copt) in Eq. (21), and is found by assuming that:

1. there is negligible reburn of the NO molecules through the flame front (see Appendix C.1);
2. the temperature and species composition (except NO molar fraction) is identical in the un-

seeded and seeded flames (see Appendix C.2); and
3. the LIF signal scales linearly with NO concentration (see Fig. 10b).

To obtain Clin, the signal of several flames, unseeded and seeded, are needed to calculate the
proportionality of the captured fluorescence signal with NO molar fraction. The NO molar fraction
produced by the unseeded flame can later be inferred from the proportionality coefficient, such that:

XNO,nsct “
FNO-LIF,nsct

Clin
, (54)

where Clin represents the slope of a linear fit between FNO-LIF (seeded and unseeded) and XNO,sd,
and FNO-LIF,nsct is the intercept of the fit at XNO,sd “ 0. Thus, the accuracy of XNO,nsct results from
the confidence interval of the fit2 (see Appendix D).

2Note that the fit is not forced to have a positive intercept.
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Interestingly, Cbckgd can also be used directly to derive XNO,nsct without the explicit calculation
of Clin. This is shown using Eq. (35) to develop Eq. (54) into the following:

XNO,nsct “
FNO-LIF,nsct

FNO-LIF,nsct+sd ´ FNO-LIF,nsct
¨ XNO,sd. (55)

Similarly, Eq. (52) can be derived to:

XNO,nsct “ pCbckgd ´ 1q ¨ XNO,sd, (56)

which is directly equivalent to Eq. (55). Hence, when Cbckgd is obtained under the assumption
of non-constant Finterf.-LIFpλq, the calculation of Clin can be avoided as it is already contained in
Cbckgd. Such methodology, however, leads to an extrapolation of XNO,nsct from FNO-LIF using only
one seeding level3, while several seeding levels can be used in the derivation of Clin. Similar to
Clin, however, the transformation from Cbckgd to XNO,nsct must be performed under negligible NO
reburn.

This leads to an important point when using this calibration technique under reburn conditions.
When seeding the flame with several NO levels, reburn can be observed through a non-linearity of
the LIF signal with seeding, assuming a non-linearity of the reburn fraction as seen in Fig. C.16 in
Appendix. Instead, if only one seeding level is performed, it is impossible to determine if reburn is
affecting the flames. Hence, it is preferable to ensure that there is no reburn in the flames (through a
numerical or experimental analysis), and to proceed with at least two seeding levels, when possible.

Both techniques are compared later, in Fig. 10 and Fig. 11, where FNO-LIFpλq is obtained using
constant and non-constant Finterf.-LIFpλq, respectively.

Assuming constant interfering LIF signal

The Clin calibration methodology using the assumption of constant Finterf.-LIFpλq is presented in
Fig. 10. Figure 10a presents the LIF profiles of flames with varying levels of NO seeding from
0 to 75 ppm as defined by Eq. (42). The measurements were repeated at least twice for each
seeding level to ensure repeatability of the results, but only the averaged profiles are displayed for
clarity. The FNO-LIF profiles demonstrate the scaling of the signal with the several levels of seeding.
Additionally, it is clear that the temperature is the main driver of the signal through the change in
NO number density, as shown through the strong signal in the unburnt region (T„300 K) compared
to the post-flame region (T„2000 K). This highlights that the calibration coefficient is dependent
on the local thermodynamic conditions and is, therefore, not applicable at other conditions unless
correction for temperature, Boltzmann fraction, and quenching coefficient rates are applied [21].
This is also shown in Fig. 10b where the linear fit is performed in the unburnt and post-flame
regions. For both positions, the extrapolation of the fit to a zero LIF signal leads to the produced
NO molar fraction. Results of the extrapolation at each point of the axial domain are reported
in Fig. 10c where the complete NO molar fraction profile of the flame is presented in ppm along
with its uncertainty (shaded grey area). It presents the expected characteristics of a NO profile
of a methane-air flame at moderate temperatures: first, a rapid production of NO through the

3Nevertheless, the calculation could be performed several times using several seeding levels.
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flame front mostly attributable to the prompt-NO pathway and, second, a slower increase of NO
in the post-flame region mostly driven by the thermal-NO pathway [63]. The determination of
XNO,nsct through this technique leads to an uncertainty of ϵXNO,nsct |Clin,constant interf.-LIF„3´8%, for which
calculations are detailed in Appendix D.

Assuming non-constant interfering LIF signal

The linear extrapolation from seeded to nascent NO concentrations calibration methodology using
the assumption of non-constant Finterf.-LIFpλq is presented in Fig. 11. The iterative process to de-
termine Cbckgd is applied to each axial location of the domain for a given seeding level, as shown
in Fig. 11a, along with its sextic Bézier curve. The higher is the seeding, the lower is the value of
Cbckgd, as expected from Eq. (52). With the knowledge of Cbckgd, FNO-LIF,nsctpλonq can be calculated

Figure 10: Linear fit calibration technique applied on the Phi0.9_Tad2130K_O21 flame assuming constant
Finterf.-LIFpλq: a) Experimental NO-LIF profiles obtained for an unseeded and three NO-seeding levels; b) Linear
fit applied on the NO-LIF signal versus the known NO molar fraction at two axial locations (blue at z = 7 mm and
orange at z = 3 mm) allowing the extrapolation of NO produced by the unseeded flame; c) Post-calibration NO molar
fraction profile in ppm.

Figure 11: Transformation of the NO-LIF signal obtained for the Phi0.9_Tad2130K_O21 flame using Cbckgd to cal-
culate XNO,nsct: a) Cbckgd profiles (symbols) obtained for a single flame using three seeding levels and its fitted sextic
Bézier curve (lines); b) FNO-LIF,nsctpλonq calculated for an unseeded flame at every point of the domain using the three
Cbckgd profiles (diamonds, triangles, and circles) and its average (black line and squares); c) XNO,nsct profile calculated
using Eq. (56), resulting from an averaging of profiles.
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as shown in Fig. 11b. Fig. 11a-b demonstrates that FNO-LIF,nsctpλq can be calculated independently
of the seeding value used. This is seen through the consistency of the calculated FNO-LIF,nsctpλonq

profiles from the three different Cbckgd profiles in Fig. 11b. Note that, for clarity, only the averaged
profile for each seeding was presented, despite several measurements being performed to ensure
repeatability.

As mentioned previously, the profile obtained in Fig. 11b is not directly comparable to the
one obtained in Fig. 10a because the experimental configuration has been modified between the
measurements. Specifically, the number of laser pulses and, therefore, images accumulated on the
ICCD camera, per wavelength, is different, changing the signal-to-noise ratio. Additionally, the
subtraction of FNO-LIF,nsctpλoffq from FNO-LIF,nsctpλonq performed assuming constant Finterf.-LIFpλq can
lead to an underestimated signal if some NO-LIF signal is present at the offline wavelength (through
broadening for example), whereas the technique performed assuming non-constant Finterf.-LIFpλq

ensures that Finterf.-LIFpλq is free of any unduly subtracted NO-LIF contribution. Hence, in order
to be comparable to one another, the flame data need to be normalised by Copt obtained in each
experimental configuration, as seen in Fig. 9, and explained later in this work, see Section 4.2.2.

Finally, the calculation of XNO,nsct using Eq. (56) is shown in Fig. 11c. The NO molar fraction
profile of the flame is presented in ppm along with its uncertainty. The determination of XNO,nsct

through this technique leads to an uncertainty of ϵXNO,nsct |Clin,non-constant interf.-LIF„8.5%, and its calculation
is detailed in Appendix D. The profile presents similar characteristics to the one presented in
Fig. 10c. The direct comparison of both profiles is performed later in this study, see Section 5.

Applicability of the technique

This calibration technique yields a quantitative measurement of the NO contained in the flame re-
gardless of the assumption formulated on Finterf.-LIFpλq. The resulting NO molar fraction profiles
obtained experimentally are directly comparable to numerical results obtained from a thermochem-
ical model through the use of a combustion modelling software.

To measure the NO produced by a flame, this calibration technique requires the seeding of the
flame by at least one seeding level in order to obtain Clin or Cbckgd depending on the assumption
on Finterf.-LIFpλq. Naturally, the higher the number of seeded flames, the more certain is the fit, and
the more constrained the confidence interval, see Appendix D. Additionally, it is crucial that the
experimental setup remains undisturbed between the unseeded and seeded flame measurements to
ensure the consistency of (fLIF ¨ Copt).

This technique is often used in the literature, see Section 2.2.2, as it is simple to post-process,
does not require any LIF modelling, is based on assumptions that are easy to verify and fulfil, and
is valid for the entire flame domain. It can, however, be challenging to use if many flames have
to be studied, as it requires at least twice the experimental time and cost to obtain quantitative NO
measurements of a single flame. Furthermore, an a priori estimation of the NO produced in the
flame is required in order to seed the flame with NO levels of the same order of magnitude as the
NO produced by the unseeded flame. Seeding levels that are too far from the produced NO would
lead to a more uncertain extrapolation. Additionally, seeding levels that are too large would lead
to significant reburn throughout the flame domain. This is demonstrated in Appendix C.1 where,
for some flame conditions, significant reburn is present with even low levels of seeding, especially
in rich flames. This leads to a calibration technique whose applicability is limited mostly to lean to
stoichiometric and low to moderate pressure premixed flames. This technique is also inapplicable
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in the case of flames containing molecules that are known to favour reburn, such as NH3, regardless
of the pressure or stoichiometry of the flame. Finally, this technique can only be performed in
flames that are time-averaged due to the requirement to seed the flame. Hence, it can be applied in
temporally-stable flows, such as bunsen or flat flames, leading to an accurate quantification of the
NO produced. It can also be applied in temporally-unstable flows, such as turbulent flames, but
this will result in a less resolved and accurate measurement of NO due to the time-averaging of the
signal.

To avoid significant experimental time, the calibration can also be done on a single flame
and at a single point of the domain. This is done by accounting for the quenching effects and
temperature differences between the calibration point and the points on which the transformation
is applied. Therefore, this technique requires an assumption of the flame composition to extract
the quenching coefficients, as well as the temperature, at each point of the domain [21, 47]. This
variant of the calibration technique is effectively equivalent to the methodology presented next,
using Copt, where fLIF is modelled.

4.2.2. Copt: Optical calibration using experimental and modelled LIF parameters - Assumption of
non negligible NO reburn

As discussed in the previous section, the calculation of XNO,nsct using Clin or Cbckgd is only
valid for a given axial position of the flame domain as the changes in temperature and composition
throughout the domain affect fLIF. This can be resolved by modelling the signal using its local
flame-dependent parameters: the temperature and pressure, the quenching rate, the overlap frac-
tion, and the Boltzmann fraction, as seen in Eq. (21). While, in theory, these parameters could be
obtained experimentally, it is easier to get them numerically. Therefore, this technique depends on
obtaining the LIF parameters through modelling.

This calibration technique relies on the determination of Copt, a flame- and axially-independent
coefficient that represents the optical parameters of the experimental setup4. As discussed in Sec-
tion 2.2.2, Copt is obtained by fitting experimental and modelled FNO-LIF profiles, as seen in Eq. (38).
The comparison is performed on net profiles obtained through the difference of FNO-LIFpλq of
seeded and unseeded flames, such that the resulting signal, FNO-LIF,sdpλq, is only proportional to
the known seeded molar fraction of NO (XNO,sd), removing the contribution of the flame-produced
NO (unknown a priori):

F exp
NO-LIF,sdpλq “ F exp

NO-LIF,nsct+sdpλq ´ F exp
NO-LIF,nsctpλq, (57)

“
“

Xexp
NO,nsct+sd ¨ f exp

LIF ´ Xexp
NO,nsct ¨ f exp

LIF

‰

¨ Copt, (58)

« Xexp
NO,sd ¨ f exp

LIF ¨ Copt, (59)

and similarly,

F num
NO-LIF,sdpλq “ F num

NO-LIF,nsct+sdpλq ´ F num
NO-LIF,nsctpλq, (60)

“
“

Xnum
NO,nsct+sd ¨ f num

LIF ´ Xnum
NO,nsct ¨ f num

LIF

‰

, (61)
« Xnum

NO,sd ¨ f num
LIF . (62)

4Conveniently, the determination of Copt could also be grouped with any other linear effects that cannot be easily
measured in Eq. (21), such as an absolute energy measurement of the laser beam.
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This relationship is particularly useful for this calibration technique where thermochemical
models are used to obtain a calibration coefficient through LIF modelling. By using the net signal,
FNO-LIF,sdpλq is only dependent on XNO,sd

5 and not on XNO,nsct for which thermochemical models
can vary significantly. This is valid assuming that fLIF is independent from the thermochemical
model employed, as demonstrated in Appendix C.3. This requires that all thermochemical mod-
els predict the temperature and main quenching species (CO2, H2O, N2, O2, and OH) profiles
accurately.

The experimental net signal, F exp
NO-LIF,sdpλq, is obtained by subtracting the LIF signal of an un-

seeded flame from the seeded one. F exp
NO-LIF,nsct+sdpλq and F exp

NO-LIF,nsctpλq are calculated using either
methodologies described in Section 4.1.

The numerical net signal, F num
NO-LIF,sdpλq, is also obtained by subtracting the LIF signal of an

unseeded flame from the seeded one. F
numpλq

NO-LIF,nsct+sd and F num
NO-LIF,nsctpλq are obtained using flame

simulation and LIF modelling. Similarly to the experiments, simulations are performed by vir-
tually seeding the flame with XNO,sd. The Impinging Jet model in Cantera 3.0 [68] is used to
simulate the experimental flames using the measured boundary conditions presented in Tab. 1 and
Appendix A. Three thermochemical models are used: CRECK (v.2003) [69, 70], GRI (v.3.0) [71],
and SD (v.2016-12+v.2018-07) [72]. They have been chosen due to their span of accuracy in pre-
dicting NO measurements in a previous methane-air flame campaign [63]. The CRECK and GRI
thermochemical models have shown the best agreement with the measured NO, while SD dis-
played the worst. Additionally, CRECK is one of the most comprehensive thermochemical models
available to the community, while GRI and SD are simpler models validated for a limited set of
fuels [51]. The choice of these models was made to demonstrate that the Copt calibration technique
is minimally dependent on the accuracy of the thermochemical model in predicting XNO,nsct (see
Appendix C.3 for demonstration).

The numerical flame results are fed to LIFSim [32], a linear 3-level NO-LIF model, to trans-
form a numerically-obtained NO molar fraction profile (Xnum

NO ) to a numerical LIF profile (F num
NO-LIFpλq)

by modelling f num
LIF . Calculations are made assuming a linear regime, consistent with the experi-

mental conditions used in this study. Extremely fast Rotational Energy Transfer (RET) is assumed
leading to an equilibrium population in the ground states. The fluorescence modelled by the soft-
ware is a summation of A21 and A23, neglecting pre-dissociation and photo-ionisation. In the case
of several transitions being excited by the laser, the total LIF signal is a summation of the fluores-
cence calculated for each individual transition. The output is a spectrally-resolved LIF signal, per
pulse, SNO-LIF [10´17 W], for a given set of flame condition, and laser and detection parameters.
To appropriately model the experimental configuration that comprises a filter and a camera with
their own transmissivity and quantum efficiency, the LIF signal obtained from LIFSim is integrated
from 220 nm to 340 nm (corresponding to the 8th vibrational band) at each location of the domain.
Finally, the integrated signal is multiplied by the NO number density from the flame simulation,
such that:

F num
NO-LIFpλq “

ż

λcollection

SNO-LIF ¨ n˝
NO ¨ dλcollection. (63)

Additional parameters used in LIFSim to obtain F num
NO-LIFpλq are detailed in Appendix B.

5This is valid assuming negligible reburn.
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Figure 12: Copt calibration technique: a) Numerical NO profiles for the flame Phi0.9_Tad2130K_O21 unseeded (blue
line), seeded with 50 ppm of NO (red), and the resulting net profile (black) using the GRI thermochemical model,
along with the axial bounds within which Xnum

NO remains constant (dotted lines); b) LIF numerical profiles (solid lines)
and Copt-normalised experimental LIF profiles (squares) of the flame unseeded (blue), seeded (red), and net (black),
along with the axial bounds within which Copt was fitted (dotted lines); c) Calibration coefficient Copt obtained for 16
flames at varying levels of seeding and flame conditions, along with its average (dashed line) and its 95% confidence
interval (dotted lines).

Assuming constant interfering LIF signal

Similar to the experiments, the numerical-LIF signal of each flame is obtained by calculating the
difference between the online and offline signals:

F num
NO-LIF “ F num

NO-LIFpλonq ´ F num
NO-LIFpλoffq. (64)

The direct comparison of F num
NO-LIF,sd and F exp

NO-LIF,sd allows the optical calibration coefficient (Copt)
to be determined, as depicted in Fig. 12. Copt is found by fitting the experimental profile to the
numerical one using a least-square fit, leading to:

FNO-LIF “
F exp

NO-LIF,sd

Copt
“ F num

NO-LIF,sd, (65)

within the selected axial locations where there is negligible reburn, as discussed in Appendix C.1.
Once the LIF experimental signal of a flame is normalised by Copt, the signal becomes inde-

pendent of the optical parameters. Therefore, the Copt-normalised signal obtained from several
flames using different optical setups can be compared quantitatively relative to each other. On the
contrary to the Clin extrapolation technique, Copt can be obtained once, and applied to any flame
produced using the same optical configuration; it relies on the assumption that the optical param-
eters remain constant between the calibration and measurement flames. Hence, the technique can
be applied regardless of NO reburn; if the coefficient is obtained under conditions of negligible
reburn, it can then be applied to measured flames experiencing reburn or not. If the coefficient is
obtained under non-negligible reburn, the Copt calibration technique can still be applied provided
that the thermochemical model correctly predicts the reburn chemistry6.

6This is necessary to assume Xnum
NO,sd = Xexp

NO,sd in the demonstration performed in Appendix C.4.
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Figure 12 displays the process for determining Copt. Figure 12a presents the NO molar fraction
profiles of a numerical flame without, and with, NO seeding. The difference of these two signals,
Xnum

NO,sd, is also plotted. This curve shows that the NO molar fraction remains constant within the
axial bounds chosen in the post-flame region to determine Copt (dotted lines). These axial bounds
were chosen as they represent the post-flame region where NO reburn is negligible, as shown
in Appendix C.1, and where composition of the main species, specifically the quenchers, have
reached equilibrium.

The numerical profiles are processed through LIFSim and subtracted from one another to obtain
the net NO-LIF numerical profile F num

NO-LIF,sd as shown in Fig. 12b. Following Eq. (65), F exp
NO-LIF,sd is

fitted to F num
NO-LIF,sd within the axial bounds by adjusting Copt through a least-square minimisation.

The resulting Copt-normalised experimental profiles (F exp
NO-LIF{Copt) are also shown on Fig. 12b.

Within the axial bounds, the numerical and experimental profiles match almost perfectly using
the GRI thermochemical model. Using another thermochemical model whose accuracy in the
prediction of the NO formation is worse than GRI would, however, lead to discrepancies between
the numerical and experimental seeded and unseeded profiles. Nevertheless, it is demonstrated that
despite these mispredictions, the net profiles remain almost perfectly predicted regardless of the
model and the amount of seeding (see Appendix C.3). This demonstrates the effectiveness of using
the net profile to determine the calibration coefficient since it is independent of the thermochemical
model prediction accuracy.

This technique is valid with greater accuracy in the post-flame region where the net NO molar
fraction remains constant. Potential mispredictions in the flame kinetics by thermochemical mod-
els can also lead to displacement of the profile in the axial direction, as seen with the unseeded
flame in Fig. 12b. Furthermore, misprediction of temperature-dependent parameters seem to lead
to the disagreement observed in the unburnt region, between the net experimental and modelled LIF
signal. Due to the incapacity to prove that experimentally, the authors believe that this disagree-
ment stems from an inaccurate prediction of the temperature-dependent quenching cross-section
of the species involved in the cold and hot regions of the flame by LIFSim. Indeed, the calculation
of the quenching cross-section in LIFSim is performed using the experimental results of Paul et
al. [73, 74], while more recent results, published by Tamura et al. [75] and Settersten et al. [76, 77]
indicate different temperature-dependencies for several of the most important quenchers. An inac-
curate description of the laser linewidth (experimentally inferred) could also lead to the observed
temperature-dependent mispredictions in the unburnt region. As NO is not produced at very low
temperatures, the fit of Copt is better performed in the hot flow, a region representative of the condi-
tions for NO formation. The fit would therefore be biased if the cold region was included. Despite
this, the determination of the profile (F exp

NO-LIF{Copt) is still valid outside of the axial bounds, as Copt

is independent of the flame.
As discussed, the obtained Copt is minimally dependent of the thermochemical model employed

for simulations, it is also independent of the amount of NO seeded in the unburnt mixture, and to
the flame condition used (under the assumption of negligible reburn), as shown in Fig. 12c. For the
three flames presented in Tab. 1, several levels of NO seeding were used to calculate Copt. Mea-
surements were performed several times to ensure repeatability and to reduce random uncertainty.
The calculated Copt for all these conditions demonstrate the independence of the technique with the
flame condition and is presented in Appendix C.4. Therefore, only one calibration flame is needed
for flames going from lean to rich conditions, although several flames would be recommended for
higher confidence in the calculation of Copt. In cases where reburn is not avoidable, this technique
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remains valid but needs to be employed with a thermochemical model that accurately predicts the
reburn chemistry for at least one condition targeted by the experimental study.

Assuming non-constant interfering LIF signal

The calculation process was repeated assuming non-negligible interfering LIF. For consistency
with the experimental profiles, F num

NO-LIF is obtained by calculating the signal at the online wave-
length:

F num
NO-LIF “ F num

NO-LIFpλonq, (66)

as LIFSim only outputs the fluorescence of the NO molecules and does not contain the fluores-
cence of interfering species7. Hence, F num

NO-LIF slightly differs between both assumptions, „9%,
proportional to the numerical signal produced at the offline wavelength due to line broadening, see
Fig. 5.

A new Copt is required as the experimental configuration is slightly different for both back-
ground subtraction methods, as discussed in Section 4.1, namely the number of images captured
on the camera per pulse and the calculation of F num

NO-LIF. The process to obtain Copt, however, does
not differ between both assumptions. Results are not presented for the sake of conciseness. The
newly obtained averaged Copt (1.55¨104 m) is of the same order of magnitude, and, unsurprisingly,
„9% higher than the one obtained previously (1.42¨104 m). Nevertheless, once normalised by Copt,
the profiles obtained using both assumptions on Finterf.-LIFpλq are directly comparable. These are
presented in Fig. 9, and thus, prove the effectiveness of Copt in yielding experimental LIF profiles
independent from their configurations.

The Copt-normalisation of the F exp
NO-LIF profiles renders this calibration technique quantitative.

The profiles are directly proportional to n˝
NO. In contrast to the extrapolation technique, however,

the profiles are not readily comparable to simulation profiles. In order to do so, two comparison
methodologies can be employed: transforming numerical NO molar fraction profiles into NO-LIF
profiles, or transforming experimental NO-LIF profiles into NO molar fraction profiles.

Transforming numerical NO molar fraction profiles into NO-LIF profiles

The advantage of comparing the numerical to experimental results in experimental units, i.e. trans-
forming the numerical molar fraction profiles into predicted NO-LIF signals through Eq. (21), is
to separate the propagation of numerical and experimental uncertainties and, therefore, perform a
more accurate comparison of the results [78]. As per Eq. (22), the accurate measurement of some
terms, such as the temperature or quencher concentrations, would be required to accurately obtain
f exp

LIF . With the availability of the complete simulation solution, however, it is easier and more accu-
rate to transform the numerical NO molar fraction profile using its own prediction of temperature
and quencher concentrations to obtain f num

LIF .
To do so, the numerical NO molar fraction profiles are transformed into NO-LIF profiles using

the methodology discussed previously to obtain F num
NO-LIF. Thus, the uncertainties in the simulated

NO-LIF profiles are limited to numerical ones: in the thermochemical model, Cantera, and LIF-
Sim; while the experimental uncertainties are limited to the measurement of FNO-LIF and Copt. The

7LIFSim has the possibility to generate O2-LIF signals, but it was not used in this study.

35

https://doi.org/10.1016/j.jqsrt.2024.109221
http://creativecommons.org/licenses/by-nc-nd/4.0/


T
hi

s
is

an
A

cc
ep

te
d

M
an

us
cr

ip
to

fM
eu

le
m

an
s,

M
.,

D
ur

oc
he

r,
A

.,
V

er
sa

ill
es

,P
.,

B
ou

rq
ue

,G
.a

nd
B

er
gt

ho
rs

on
,J

.M
.(

20
25

),C
al

ib
ra

tio
n

te
ch

ni
qu

es
fo

rq
ua

nt
ita

tiv
e

N
O

m
ea

su
re

m
en

tu
si

ng
L

as
er

-I
nd

uc
ed

Fl
uo

re
sc

en
ce

,J
ou

rn
al

of
Q

ua
nt

ita
tiv

e
Sp

ec
tr

os
co

py
an

d
R

ad
ia

tiv
e

Tr
an

sf
er

33
0,

10
92

21
.d

oi
:1

0.
10

16
/j.

jq
sr

t.2
02

4.
10

92
21

.L
ic

en
se

d
un

de
rC

C
B

Y
-N

C
-N

D
.

experimental uncertainty of FNO-LIF{Copt is estimated at ϵFNO-LIF,nsct{Copt |constant interf.-LIF„6% under the
assumption of constant Finterf.-LIFpλq and ϵFNO-LIF,nsct{Copt |non-constant interf.-LIF„12% under the assumption
of non-constant Finterf.-LIFpλq.

While this transformation leads to a more accurate comparison of the numerical to experimental
results, an absolute NO molar fraction, or concentration may, in certain instances, be required.

Transforming experimental NO-LIF profiles into NO molar fraction profiles

As discussed, the transformation of experimental NO-LIF profiles into NO molar fraction profiles
is feasible if f exp

LIF can be measured or calculated. In this work, the direct measurement of the
quencher concentration is not performed and, thus, f exp

LIF cannot be estimated directly. Under the
assumptions of negligible NO reburn, and that thermochemical models can reproduce the general
kinetics of the flame accurately, i.e. the flame temperature and main species concentrations, the
experimental and numerical fLIF can be assumed constant, such that:

Xexp
NO,nsct “

F exp
NO-LIF,nsct

Copt
¨

Xnum
NO,nsct

F num
NO-LIF,nsct

, (67)

obtained by re-arranging Eq. (36´37), and Eq. (65).
With this technique, any numerical uncertainty will be propagated to the experimental NO

molar fraction profile. It is, however, relatively difficult to obtain a quantification of the numerical
uncertainties at play in such a scenario, either within the thermochemical model, the combustion
simulation software, or the LIF modelling software. This is why, to apply Eq. (67) with minimal
uncertainty, it is crucial to select the thermochemical model with the best agreement in terms of
flame kinetics, through the measurement of the flame speed and temperature profiles, and through
the direct comparison of the NO-LIF profiles aforementioned. Such methodology and its limitation
are demonstrated in Fig. 13.

Figure 13: Transformation of the NO-LIF signal obtained using Copt to Xexp
NO,nsct on the Phi0.9_Tad2130K_O21 flame:

a) Comparison of the experimental (squares) to the numerical (coloured lines) NO-LIF profiles using different thermo-
chemical models (GRI - magenta, CRECK - green, SD - blue), b) Linear fit of the NO-LIF signal to NO concentration
at a given location, c) Post-transformation NO concentration profile in ppm compared to the numerical predictions
using the GRI thermochemical model.

In Fig. 13a, the Copt-normalised experimental NO-LIF profile (F exp
NO-LIF{Copt) is compared to

numerical NO-LIF profiles (F num
NO-LIF), using three thermochemical models of varying degrees of
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accuracy in predicting NO concentration. This comparison is in itself enough to compare nu-
merical to experimental NO-LIF profiles, as discussed above. In this figure, GRI leads to the best
agreement in predicting the NO-LIF profile of the flame, while CRECK and SD show worse agree-
ment. Importantly, none of the three models can accurately predict the flame front position as seen
at z „ 6 mm, showing a misprediction of the flame kinetics.

Following the observations made on the comparison of the NO-LIF profiles, the transforma-
tion of the experimental NO-LIF profile was performed using the GRI thermochemical model8 in
Eq. (67). The calculation is performed at each axial location of the domain and is demonstrated at
z = 3 mm in Fig. 13b. The calculation of Xexp

NO,nsct follows closely the prediction made by GRI, as
it is also the case for the NO-LIF profiles in Fig. 13a. It is interesting to note that all three ther-
mochemical models fall on the same line whose slope is Copt, further demonstrating the minimal
dependence of Copt (or F num

NO-LIF,sd) on the thermochemical models under all assumptions mentioned
before. Hence, due to a similar misprediction of the flame kinetics by all three models, the trans-
formation of F exp

NO,nsct to Xexp
NO,nsct could have been performed with any of the three models.

The resulting Xexp
NO,nsct profile is plotted in Fig. 13c along with its uncertainty (shaded grey

area). The numerical molar fraction are also plotted using coloured lines, similar to Fig. 13a. It is
evident that the calculated NO molar fraction profile follows the trend seen in the NO-LIF profiles,
it is best predicted by GRI and underestimated by CRECK and SD. With this methodology, the
transformation is only valid in the region where Copt is extracted due to the errors present in the
thermochemical models predictions in the flame kinetics, seen through the delta in the flame front
position. This is demonstrated in the flame-front region (z „ 6.5 ´ 5 mm) where the experimental
profile sits upstream of the numerical profiles in Fig. 13a, but is shifted downstream in Fig. 13c due
to the model misprediction of the flame front position. A similar phenomenon is also occurring
near the stagnation plate. This effect supports the use of a comparison based on the NO-LIF profiles
rather than a transformation in molar fraction. Despite that, the NO concentration profile follows
the expected trend of a methane-air flame at moderate temperatures, and leads to an uncertainty of
ϵXNO,nsct |Copt,constant interf.-LIF„6´12% on Xexp

NO,nsct depending on the flame condition, in the post-flame
region. A larger uncertainty is present for the flame with a larger misprediction of the flame front
position by the thermochemical model (Phi0.9_Tad2500K_O40).

Applicability of the technique

This calibration technique leads to a quantitative measurement of the NO contained in the domain,
regardless of the assumption formulated on Finterf.-LIFpλq. The experimentally obtained profiles can
be compared to numerical results either through raw experimental units, or through molar fraction,
leading to different uncertainties as described before.

To limit the propagation of numerical uncertainties (thermochemical model, Cantera, or LIF-
Sim inaccuracies), the experimental and numerical results should be compared in experimental
units [78]. In cases where an absolute NO measurement is needed, however, the experimental re-
sults can be transformed using numerical results of a thermochemical model that best reproduces
the flame kinetics. In such instances, numerical inaccuracies are necessarily propagated to the NO
molar fraction profile.

8The transformation is performed, despite mispredictions in the flame kinetics by GRI, for the sake of explanation
and demonstration of its limit.
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This calibration technique requires less experimental time and resources than the one employ-
ing seeding of the flame at several concentration levels. When employed with a LIF modelling
software, it avoids the explicit calculation of each term of fLIF. This technique has been employed
in the literature, either through the denotation of Copt [40, 43, 49–51, 63], or not [21, 34, 47, 48,
52, 79] where the parameters of fLIF were individually determined. In conditions where modelling
cannot be employed or where seeding cannot be performed, Copt can be obtained experimentally,
such as in another flow or flame that can be modelled, or using Rayleigh or Raman scattering sig-
nals [40, 58, 59], as long as the optical system of the experimental setup is kept the same. Finally,
with Copt being independent of the calibration flame (see Appendix C.4), the calibration can be
performed once, on any flame, or flow, in which the previously-cited assumptions hold, and can
then be applied to flames at any other condition. Therefore, in contrast to the Clin calibration tech-
nique, Copt could be obtained in lean, laminar, and low-pressure calibration flames, and then be
applied to rich turbulent and non-premixed flames where NO reburn might be present.

The Copt calibration technique, combined with the calculation of FNO-LIFpλq under the assump-
tion of non-constant interfering LIF signal, represents the largest span of applicability of the four
techniques explored in this work. Hence, quantitative NO measurements can be obtained in flames
with non-negligible NO reburn and non-constant interfering LIF signal, such as in high-pressure
rich flames.

5. Comparison of the calibration techniques

Two calibration techniques for quantitative NO-LIF measurements have been presented in this
article. Both techniques have been applied under two sets of assumptions regarding the calculation
of Finterf.-LIFpλq. The set of assumptions and hypotheses on which the four techniques rely must
be carefully considered when comparing the obtained results in either XNO,nsct or FNO-LIF{Copt

form. Hence, the comparison of the techniques is performed in Fig. 14 through NO molar fraction
profiles applied on a set of three flames, and in Tab. 2 where they are summarised in terms of their
assumptions and experimental complexity.

Figure 14 presents the NO concentration profiles obtained for three flames, using the four
quantitative techniques, as indicated in Tab. 1. For each technique and each flame, the NO con-
centration throughout the flame domain is plotted along with its individual uncertainty. Figure 14a
presents the results of the four techniques for the flame Phi0.9_Tad2130K_O21. The results show
a very good agreement, especially in the post-flame region where the prediction of XNO,nsct, and
its uncertainty, overlap almost perfectly. In this region, the uncertainty of each technique is in
between „6 and „13%. Some discrepancies can, however, be observed in the flame-front region,
and close to the stagnation plate. This is mostly due to transformation of the FNO-LIF,nsct{Copt pro-
files into XNO,nsct using a thermochemical model that inaccurately predicts the flame front position.
Therefore, a larger uncertainty in these two regions is expected9. These results demonstrate the
applicability of the four techniques on lean flames and moderate adiabatic temperatures.

Figure 14b presents the results of the Clin and the Copt calibration techniques on the low tem-
perature flame Phi0.7_Tad1830K_O21 under the assumption of constant Finterf.-LIFpλq. The results
show a relatively good agreement between the two calibration techniques, within their uncertainty
ranges of „6´8%.

9The uncertainty analysis has been performed at z = 3 mm and applied to the rest of the profile, see Appendix D.
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Figure 14: Comparison of the four quantitative techniques yielding XNO,nsct applied on three atmospheric, lean,
methane flames.

Finally, Fig. 14c presents the results of the Clin and the Copt calibration techniques for the
high temperature flame Phi0.9_Tad2500K_O40 under the assumption of constant Finterf.-LIFpλq.
For this flame, both techniques lead to a perfect overlap of XNO,nsct, especially in the post flame
region. As explained previously, discrepancies in the prediction of the flame front position by the
thermochemical model underpredicts XNO,nsct in the flame front region for the Copt technique.

These results demonstrate the applicability of each of the four techniques in the flame condi-
tions performed in this work to obtain quantitative NO measurements through XNO,nsct or FNO-LIF{Copt,
seen through Fig. 14 and Fig. 9, respectively. Furthermore, the assumptions, flame conditions, and
experimental difficulty of each technique in the determination of XNO,nsct or FNO-LIF{Copt are sum-
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marised in Tab. 2.
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6. Conclusion

Four techniques to obtain quantitative NO-LIF measurements are compared in this work. The
different experimental and post-processing approaches have been presented in detail, including
uncertainty analysis, to collect available methods used in the community and provide an exhaustive
guide for researchers to decide on an appropriate method of calibration in the context of their own
experiments. The demonstration of the techniques is performed on three atmospheric, methane-
air, stagnation flames with different adiabatic flame temperatures and equivalence ratios to study
the applicability of the calibration techniques under varying experimental conditions. The four
quantitative techniques result from the application of two calibration methodologies under which
two background subtraction methods are applied. They all address two main difficulties in LIF
measurement: background subtraction under the assumption of spectrally constant or non-constant
interfering LIF signal, and seeding stability of the NO molecules through reburn. The comparison
of the techniques, in atmospheric and lean conditions, has shown excellent agreement, highlighting
their accuracy.

The first calibration methodology (Clin) uses the linear extrapolation of the LIF signal from
seeded to nascent NO concentrations. Used in combination with the assumption of spectrally con-
stant interfering LIF signal from species other than NO, this technique is the most often used in the
literature, but it also the one whose applicability is the most limited. It can only be applied under
the condition of negligible reburn and constant flame conditions between the calibration seeded
flames and the measured flame. This limits its application to flames from low to moderate pres-
sures, at lean to stoichiometric equivalence ratios, and whose seeding must be performed carefully
to avoid reburn. Whilst the technique does not require LIF modelling and post-processing of the
signal, it requires significant experimental time and samples to obtain the proportionality coeffi-
cient for each individual flame measured. The same calibration technique can be used under the
assumption of non-constant interfering LIF signal. In this case, the technique could be applied to
high pressures under the assumption of negligible reburn. This technique requires extensive exper-
imental time, since the excitation spectrum of seeded and unseeded flames is required to obtain the
quantification of NO produced by the flame.

The second calibration technique (Copt) uses modelled LIF parameters to obtain the optical
collection system coefficient. The calibration is performed on a single calibration flame (unseeded
and seeded) and applicable to any other flame using the same experimental setup. This is possible
through the independence of Copt from the thermochemical employed to generate numerical LIF
profiles. This calibration technique, when used under the assumption of constant interfering LIF
signal, can be applied to any low to moderate pressure flames, even if there is reburn. This is
possible if Copt is obtained in a flame without reburn, or in cases where reburn is not avoidable, the
thermochemical model used to determine Copt must accurately predict the main thermodynamic
and kinetic properties of the flame (temperature, main species concentrations, reburn) at least for
one experimental condition. This methodology reduces the experimental time compared to the first
calibration technique, but increases the time of post-processing because LIF modelling is required.
Under the assumption of non-constant interfering LIF, the calibration technique can be extended
to high pressure flames. Similarly to the previous approach, Copt can be obtained once and applied
to any flame. The interfering LIF signal, however, must be measured for all flames, increasing
the experimental time required for this technique. The Copt calibration technique, combined to
the assumption of non-constant interfering LIF signal, has the largest span of applicability of the
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four techniques presented. This calibration technique bears less uncertainty when experimental
and numerical results are compared in raw experimental units [78]. In this instance, quantitative
measurement of the NO contained in the flame can be performed once the LIF signal profiles
are normalised by Copt. In cases where an absolute molar fraction of NO is required, however,
the signal can be transformed using the numerical solution, at the expense of propagating the
uncertainty of the numerical model, whose quantification is challenging, onto experimental results.
Hence, this calibration technique and its uncertainty was presented under both approaches.

This study presents a comprehensive demonstration of employing two calibration techniques
for quantitative NO concentration measurements using LIF. While the LIF diagnostic techniques
are performed on stagnation flames, their applicability also extends to other flames, provided that
they can be seeded under similar conditions to the unseeded flame. Moreover, each approach, while
demonstrated using NO, could be transposed to the concentration measurement of other species,
as long as they are stable and can be seeded. When not possible, as for short-lived species such
as CH or OH, the optical calibration methodology could still be employed, combined with another
measurement, such as Rayleigh scattering [33, 58], to determine the Copt of the experimental setup.

Ultimately, all techniques were proven to yield the same response, within uncertainty, either
in molar fraction or in Copt-normalised LIF profiles. Therefore, the choice of the calibration tech-
nique should be based on the test conditions and the resolution of the test matrix employed by
the researcher. To support this choice, this work provides the theoretical models and underlying
assumptions necessary to guide the use of each technique in future quantitative speciation mea-
surements using Laser-Induced Fluorescence.
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Appendix A. Experimentally measured boundary conditions

Table A.3 reports the experimental boundary conditions used to perform simulations of quasi-
1D stagnation flames, along with their respective uncertainty in parentheses.

Table A.3: Boundary conditions and their respective uncertainty (in parentheses) for each flame produced in this study.
p L Tin Twall uin duin/dz XNO,sd ϕ XO2 XAr

[atm] [mm] [K] [K] [m.s´1] [s´1] [ppm] [-] [-] [-]

Phi0.9_Tad2130K_O21 1 (0.005) 7.12 (0.01) 291.3 (2) 402.3 (5) 0.545 (0.001) 156.4 (2.58)

0 (0.0) 0.90 (0.005) 0.21 (0.001) 0 (0)
25 (0.1) 0.90 (0.096) 0.21 (0.023) 0 (0)
50 (0.1) 0.90 (0.096) 0.21 (0.023) 0 (0)
75 (0.2) 0.90 (0.096) 0.21 (0.023) 0 (0)

Phi0.7_Tad1830K_O21 1 (0.005) 7.62 (0.01) 293.5 (2) 361.5 (5) 0.266 (0.001) 61 (3.87)
0 (0.0) 0.70 (0.004) 0.21 (0.001) 0 (0)

50 (0.1) 0.70 (0.167) 0.21 (0.051) 0 (0)

Phi0.9_Tad2500K_O40 1 (0.005) 6.84 (0.01) 291.9 (2) 501.9 (5) 1.575 (0.003) 472.7 (5.38)
0 (0.0) 0.90 (0.005) 0.40 (0.002) 0.3085 (0.00175)

150 (0.4) 0.90 (0.005) 0.40 (0.002) 0.3085 (0.00840)

Appendix B. LIFSim parameters

Table B.4 presents the constants used in LIFSim to calculate the numerical NO-LIF signal.

Table B.4: Parameters used to obtain fLIF in Eq. (21) using LIFSim.
Parameter Notation Value Units Source

LIFSim version E 3.17
Target molecule NO
Online excitation wavelength λon 226.0345 [nm] Experimental condition
Offline excitation wavelength λoff 226.0470 [nm] Experimental condition
Laser energy density I 7.8 [mJ¨cm2] Experimentally measured
Laser pulse duration τpulse 10.5 [ns] Experimentally measured
HWHM of laser instrument Gauss function ∆νL,Gauss 0.3926 / 2 [cm´1] Experimentally inferred*
HWHM of laser instrument Lorentz function ∆νL,Loren 0.1664 / 2 [cm´1] Experimentally inferred*
Minimum detection wavelength λmin 220 [nm]
Maximum detection wavelength λmax 340 [nm]
Detection resolution ∆λ 0.01 [cm´1]
HWHM of detection instrument function ∆νdet,Gauss 100 [cm´1] LIFSim default value
HWHM of detection instrument function ∆νdet,Loren 10 [cm´1] LIFSim default value
Detection instrument transmissivity Tλ λ-dependent [-] Long-pass filter manufacturer
Pressure p 1 [bar] Experimental condition
Temperature T pzq z-dependent [K] Numerical solution
Composition Xpzq z-dependent [-] Numerical solution
Quenching cross-section σM species-dependent** [Å2] [73, 74]
Collisional coefficient 2γ species-dependent*** [cm´1¨atm´1] [80–82]
Collisional shift coefficient δ species-dependent*** [cm´1¨atm´1] [80–82]
˚ Experimentally inferred by fitting a Voigt profile on an isolated NO transition
˚˚ Species included: N2, O2, CO2, CO ,H2O, CH4, C2H6, C3H8, C2H4, C2H2, NO, NO2, N2O, NH3, NH, H2, O, H, OH, CH, He, Ne, Ar, Kr, Xe
˚˚˚ Species included: N2, O2, H2O, Ar, CO2, CO, CH4

Appendix C. Assumptions and supporting evidence

C.1. Negligible NO reburn conditions
The assumption that negligible reburn occurs through the flame is valid depending on the

amount of NO that is seeded in the flame. This is verified experimentally in lean low pressure
methane-air flames seeded with up to 30,000 ppm [44]. This is also explored numerically for this
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study. Figure C.15 presents the simulation results of NO-seeded flames at different levels (XNO,sd).
The flames were simulated according to the conditions presented in Tab. 1, and using three thermo-
chemical models: CRECK [69, 70], GRI [71], and SD [72]. When seeding a flame, the mass flow
rate of seeded NO ( 9mNO,sd) is expected to remain constant. The calculation is performed on a mass
basis as it is a conserved quantity, as opposed to a molar basis that changes with the formation or
reaction of species other than NO. The mass flow rate of seeded NO can be calculated numerically
through the difference of the NO produced in a seeded and unseeded flame. Calculations were
performed such that:

9mNO,sdpzq “ 9mNO,nsct+sdpzq ´ 9mNO,nsctpzq, (C.1)

and with

9mNO,nsct+sdpzq “ YNO,nsct+sdpzq ¨ ρin ¨ uin ¨ Anozzle, and (C.2)
9mNO,nsctpzq “ YNO,nsctpzq ¨ ρin ¨ uin ¨ Anozzle. (C.3)

Hence, reburn can be defined as any mass flow rate of seeded NO that is lower than the initial
seeded mass flow rate:

Reburn fraction “
9mNO,sdpzq ´ 9mNO,sdpzinq

9mNO,sdpzinq
, (C.4)

such that the reburn fraction represents the proportion of the seeded NO that reacted through the
flame.

For each flame, the largest reburn occurs in the flame-front and close to the stagnation plate.
A Reaction Pathway Analysis (RPA) performed on N from the inlet to the peak of NO reburn in
the flame-front indicates that NO reacts to form mainly NO2. Near the stagnation plate, a RPA
shows that NO reacts to form HONO instead. Most of the mass flow rate of NO is restored after
the peak in the flame front thanks to the formation of NO from species such as HNO2, N, and
NH. It demonstrates that calibration techniques assuming negligible NO reburn are only valid in
the post-flame region, and should be used with care in the flame-front region of the flames. As
seen through the reburn fraction evolution with z, NO reburn remains well under 5% for the three
flames and for all seeding levels performed in this study, as well as for the three thermochemical
models used.

An investigation is performed as well on which flame condition would lead to significant NO
reburn. Figure C.16 presents the NO reburn fraction for a given thermochemical model at a fixed
position of the post-flame region, by varying the level of seeded NO (XNO,sd) in the initial mixture.
The reburn fraction of flames at varying conditions is presented for lean (ϕ= 0.7) and rich (ϕ= 1.3)
stoichiometries, and at atmospheric (p= 1 atm) and elevated pressures (p= 8 atm).

In lean and atmospheric conditions, the NO reburn fraction remains under 5% up to large NO
seeding levels. In these conditions, the assumption that negligible reburn occurs is valid. With
increasing pressure, still in lean conditions, reburn fractions above 5% occur at about 250 ppm of
seeded NO. This indicates that, at elevated pressure conditions, lower seeding should be employed
than for atmospheric conditions to avoid significant NO reburn. On the rich side, reburn fractions
are consistently above 5%, except for very low seeding at atmospheric pressure (5 ppm), and three
to four times more important at elevated pressures. Therefore, the assumption of negligible NO
reburn in rich conditions (ϕ= 1.3) is not valid, as expected.
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Figure C.15: NO reburn simulations performed for three flames: a) Phi0.9_Tad2130K_O21, b)
Phi0.7_Tad1830K_O21, and c) Phi0.9_Tad2500K_O40, using three thermochemical models (CRECK —,
GRI —, and SD —).

Figure C.16: NO reburn fraction calculated for several seeding levels in the post-flame region of four flame condi-
tions: lean and atmospheric pressure (hollow circle), lean and elevated pressure (solid circle), rich and atmospheric
pressure (hollow square), and rich and elevated pressure (solid square).

Ideally, these claims should be verified experimentally in conditions in which the flames will be
performed. In conditions where NO reburn is observed, only the calibration technique employing
the optical constant Copt is valid. Two scenarios can occur using the Copt calibration technique:
1) There is reburn in the measured flame but a calibration flame can be produced in conditions
of negligible reburn. In this case, the determination of Copt is not impacted by reburn, and the
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coefficient can be applied to any flame. 2) There is reburn in the measured flame and in the
calibration flame. In such scenario, it is important to select a thermochemical model that accurately
predicts reburn to determine Copt. Once obtained, the coefficient can be applied to any flame
condition.

This investigation points at the applicability of the two calibration techniques presented in the
main article. In the case of the extrapolation from seeded to nascent NO technique (Clin), its appli-
cability is limited to lean low-pressure flames. In the case of the optical calibration technique (Copt),
its applicability is not limited by reburn, as long as the coefficient is obtained in a flame that does
not experience any reburn. As such, the coefficient can be obtained in low pressure lean flames
and applied to rich or high pressure flames.

C.2. Constant temperature and concentration between the unseeded and seeded flames
The assumption of constant temperature and concentration of the main species between un-

seeded and seeded flames is necessary in order to assume that fLIF remains constant between both
flames. This is confirmed by calculating the relative difference of molar fraction of every major
specie (defined as Xs > 0.1 ppm) of each seeded flame compared to the unseeded flame, as well as
for the temperature, at the point of analysis (in the post-flame region). As only the molar fraction
of NO is expected to vary significantly, due to the seeding, it is removed from the analysis.

Figure C.17 presents the relative difference calculated for each parameter, at a given loca-
tion of the post-flame region, between each seeding level and the unseeded condition of the three
flames performed in this study. For each flame, the relative difference remains under 1%. This
demonstrates that negligible differences in temperature and species concentration occur between
the unseeded and seeded flames. Therefore, the assumption that fLIF remains relatively constant
between the unseeded and seeded flame is valid for the flame and seeding levels studied.

Figure C.17: Relative difference of parameter i between the seeded and unseeded simulation of a given flame: a)
Phi0.9_Tad2130K_O21, b) Phi0.7_Tad1830K_O21, and c) Phi0.9_Tad2500K_O40, using the CRECK thermochemi-
cal model, at z = 3 mm. Molar fractions marked with * identify the main quenchers of these flames, see Section C.3.
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C.3. The Copt calibration technique is minimally dependent on the thermochemical model em-
ployed

In order to obtain Copt, the flame is simulated using a thermochemical model and then trans-
formed into a NO-LIF signal that can be compared to the experimental LIF signal. In the article,
it is stated that any thermochemical model could be used to calculate Copt, as long as the model
captures relatively well the kinetics of the flame. This is possible through the use of the net LIF
signal between a seeded and the unseeded flame to calculate Copt.

This can be demonstrated using the 3-level linear LIF equation developed in Section 2.1.3, see
Eq. (20-22):

FNO-LIF “ XNO ¨

flame-dependent
hkkkkkkikkkkkkj

pfB

T
¨

1
ř

Qul

¨

constants
hkkikkj

NA

cRu
¨

laser-dependent
hkkikkj

1

∆νL
¨

line-dependent
hkkkkikkkkj

B12

ÿ

Aul ¨

flame-
laser-

dependent
hkkikkj

Γ ¨

setup-dependent
hkkkikkkj

EcTλ
Ω

4π
ℓ , (C.5)

Regrouping all experimental constants under the term α, the previous relationship simplifies to:

FNO-LIF “ XNO ¨
pfB

T
¨

1
ř

Qul pXs, p, T q
¨ Γ ¨ α, (C.6)

where only XNO, p, T , fB, Qul, and Γ are flame-dependent. Note that B12 and Aul are only
line-dependent and are also experimental constants in this case. In LIFSim, most of the setup-
dependent parameters are not modelled, bringing their values to 1. Therefore, when determining
Copt following Eq. (65) by replacing F num

NO-LIF,sd with Eq. (C.6), it becomes10:

Copt “
F exp

NO-LIF,sd

α
XNO,sd¨

pfB
T

¨Γ
ř

QulpXs,p,T q

, (C.7)

where only XNO,sd, p, T , fB, Qul, and Γ are dependent on the prediction of the thermochemical
model employed. As previously discussed, the pressure and temperature is generally properly
captured by the thermochemical models, as it relies on the accurate prediction of major species.
Thus, Copt becomes only dependent on the thermochemical model through XNO,sd and Xs.

As shown in Fig. C.18, regardless of the level of accuracy of the thermochemical models (see
Fig. 13), the profile of XNO,sd remains consistent. Therefore, Copt is independent of the choice of
the thermochemical model through XNO,sd.

As for Xs, a sensitivity analysis is used to determine the most important species driving Qul for
the three flames of the study. Figure C.19 presents the result of the sensitivity analysis performed
on F num

NO-LIF at a given location of the post-flame region of the flames, for which the molar fraction
of each quenching species was perturbed by 1%. Results show that, for all three flames, only about
five species drive the quenching process: CO2, H2O, N2, O2, and OH.

Comparing the predictions of the three thermochemical models for the species driving Qul, it
shows that the predictions are relatively consistent between the thermochemical models, as shown

10Note that a simplification is done here, the direct measurement of the fluorescence of XNO,sd is not feasible, instead
the difference of the seeded and unseeded fluorescence signal is obtained, following Eq. (59) and Eq. (62).
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Figure C.18: Predictions of XNO,sd for three flames: a) Phi0.9_Tad2130K_O21, b) Phi0.7_Tad1830K_O21, and c)
Phi0.9_Tad2500K_O40, using three thermochemical models (CRECK —, GRI —, and SD —).

in Fig. C.20. Note that, even if the molar fraction of OH shows the largest variation between the
models, it is also the species with the least impact on quenching, as seen in Fig. C.19. Thus, Copt is
also independent of Qul as the species driving it are consistently predicted by the different models.

Figure C.19: L.S. of the NO-LIF signal by perturbing the molar fraction of the quenching species for the three flames,
at z = 3 mm, using the CRECK thermochemical model.

These assumptions are also verified by generating Copt for the three thermochemical models,
widely varying in their level of accuracy in predicting NO (see Fig. 13). Results are shown in
Fig. C.21. The values of Copt obtained by averaging the results of the 16 individual flames for each
thermochemical model are consistent and within the 95% confidence interval. This can be better
understood by looking at individual profiles on which Copt is calculated, as presented in Fig. C.22.
For a selected seeding at each flame condition, it is evident that, despite the discrepancies ob-
served in the seeded or unseeded profiles between the thermochemical model prediction and the
experimental results, the net profile is in good agreement.
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Figure C.20: Relative difference of parameter i between the CRECK model (reference) and the GRI and SD models
of a given unseeded flame: a) Phi0.9_Tad2130K_O21, b) Phi0.7_Tad1830K_O21, and c) Phi0.9_Tad2500K_O40, at
z = 3 mm.

Figure C.21: Copt calculated for all flame conditions (˝ Phi0.9_Tad2130K_O21, ˝ Phi0.7_Tad1830K_O21,
△ Phi0.9_Tad2500K_O40), using three thermochemical models: a) CRECK, b) GRI, and c) SD. The dashed line
represents the average value and the dotted lines represent the 95% confidence interval around the average.
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Figure C.22: LIF numerical profiles (solid lines) and LIF Copt-normalised experimental profiles (squares) of the flame
unseeded (blue), seeded (red), and net (black) for a selected seeding of each flame condition and for each thermo-
chemical model.
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C.4. Copt is independent from the calibration flame
Similar to the previous demonstration, Copt is demonstrated to be independent from the cali-

bration flame, as long as the flame is not affected by NO reburn. As recalled from Eq. (39), Copt is
simply a coefficient regrouping all optical constants of the experimental setup.

In continuity with the previous demonstration, see Eq. (C.5), and assuming negligible NO
reburn, Copt is equivalent to:

Copt “
rXNO,sd ¨

pfB
T

¨ 1
ř

Qul
¨

NA
cRu

¨ 1
∆νL

¨ B12

ř

Aul ¨ Γ ¨ EcTλ
Ω
4π
ℓsexp

rXNO,sd ¨
pfB
T

¨ 1
ř

Qul
¨

NA
cRu

¨ 1
∆νL

¨ B12

ř

Aul ¨ Γ ¨ EcTλ
Ω
4π
ℓsnum

, (C.8)

where constants between the experiments and the simulations cancel each other, such that:

Copt “
Xexp

NO,sd

Xnum
NO,sd

¨

ˆ

EcTλΩℓ
ř

Qul

˙

exp
¨

ˆ ř

Qul

EcTλΩℓ

˙

num
(C.9)

where T can be cancelled as it is measured experimentally, compared to predictions, and shown
to be consistent; therefore fB pT q is also considered constant; p is also cancelled as the pressure
is maintained constant throughout the experiments; B12 and A21 can be cancelled as they are con-
stants relating to the LIF model chosen to model experiments; ∆νL is measured experimentally and
specified in LIFSim; and Γ is assumed perfectly modelled by LIFSim. Furthermore, assuming that
Xexp

NO,sd = Xnum
NO,sd through the assumption that there is negligible NO reburn, and assuming that the

major quenching species are properly modelled through simulations, such that
ř

Qexp
ul =

ř

Qnum
ul ,

Copt becomes fully independent of the flame condition, as well as the LIF model employed. It is a
coefficient representing a conversion between the experimental and numerical optical parameters,
encompassing the collection solid angle, the laser path length, the transmissivity of the optics, and
the camera sensitivity:

Copt “ pEcTλΩℓqexp ¨

ˆ

1

EcTλΩℓ

˙

num
looooooomooooooon

„1

. (C.10)
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Appendix D. Uncertainty analysis

Uncertainty calculations were performed for each calibration technique under both assumptions
on Finterf.-LIFpλq. The major terms driving the uncertainty are presented in the following section.
Calculations were performed for each seeded and unseeded flame at z “ 3 mm. For the sake of
conciseness, only some results are shown below for the Phi0.9_Tad2130K_O21 flame.

D.1. Uncertainty on the experimental boundary conditions
Each boundary condition uncertainty specified in Tab. A.3 was calculated as follows:

• δppq, δpTinq, and δpTwallq stem from the experimental equipment;

• δpLq, δpuinq, and δpduin{dzq are extracted from the post-processing of velocity measure-
ments; and

• δpXNO,sdq, δpϕq, δpXO2q, and δpXArq are calculated based on the number of MFCs used, their
flow rates, and accuracy.

The uncertainty in δpXNO,sdq, δpϕq, δpXO2q, and δpXArq is reduced when a minimal number of
MFCs are used (as little as two MFCs controlling the fuel and air streams in an unseeded undiluted
flame), and their individual flow rate is maximised since it is weighted by the uncertainty of the
DryCal Piston calibrator, such that δp 9mgq “ ϵDC ¨ 9mg, with ϵDC = 0.4%.

D.2. Uncertainty on FNO-LIFpλq

D.2.1. Assuming constant Finterf.-LIFpλq

The uncertainty on the averaged profile of FNO-LIFpλq for an unseeded and seeded flames results
from the contribution of the random and systematic errors. The first term encompasses experimen-
tal scatter and is reduced by the number of images captured and the number of flames performed
for each condition, leading to a δrandpFNO-LIFq

FNO-LIF
„ 3´4%.

The systematic uncertainty results from errors in the boundary conditions of the flames propa-
gated to a fluorescence signal. Systematic errors in the photodiodes, the camera, and the long-pass
filter are nil as they are assumed to have a linear effect on the signal captured and, thus, cancel
through the calculation of FNO-LIF. Hence,

δsyspFNO-LIFq

FNO-LIF
“

»

–

ÿ

BCj

ˆ

L.S.pBCjq|F num
NO-LIF

¨
δsyspBCjq

BCj

˙2

fi

fl

1{2

, (D.1)

where L.S.pBCjq|F num
NO-LIF

is the logarithmic sensitivity (L.S.) of each boundary condition propa-
gated to a fluorescence signal using Cantera and LIFSim and evaluated at z = 3 mm. Each term
composing Eq. (D.1) can be found in Fig. D.23, where their L.S. (top), uncertainties (middle),
and uncertainty-weighted L.S. (bottom) are shown. Results are presented for the unseeded and
seeded (50 ppm) flames. The root-square-sum (RSS) of the terms leads to δsyspFNO-LIFq

FNO-LIF
„ 3%´ 17%.

For all flames, three parameters are driving the uncertainty: the equivalence ratio, the seeded NO
molar fraction, and the argon molar fraction (when applicable). For these terms, the uncertainty is
larger for flames performed with more MFCs and with low flow rates, such as seeding the flame
with low levels of NO, or using a diluent.
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. Figure D.23: L.S. (top), uncertainty (middle), and uncertainty-weighted L.S. (bottom) of the terms involved in the cal-

culation of δsyspFNO-LIFq

FNO-LIF
, for the unseeded (left) and seeded (right) Phi0.9_Tad2130K_O21 flames evaluated at z = 3 mm,

assuming constant Finterf.-LIFpλq, using the CRECK thermochemical model.

The total uncertainty for each unseeded and seeded averaged FNO-LIFpλq profiles assuming con-
stant Finterf.-LIFpλq results from the RSS of the random and systematic uncertainties, and is plotted
in Fig. 10b. It is calculated at ϵFNO-LIF,nsct |constant interf.-LIF„ 4´18%, depending on the seeded level.

D.2.2. Assuming non-constant Finterf.-LIFpλq

The uncertainty in FNO-LIFpλq assuming non-constant Finterf.-LIFpλq is calculated at λon. Similar
to the previous calculation, it results from both random and systemic terms.

The random error in FNO-LIF results from the experimental scatter and is reduced by the number
of measurements performed for each flame condition. Unlike the previous methodology, it is
hardly reduced by the number of images captured at each wavelength as only 120 laser shots
are generated, as opposed to 5,000 in the technique assuming constant Finterf.-LIFpλq. It leads to
δrandpFNO-LIFq

FNO-LIF
„ 3%.

The systematic term results from the propagation of the errors in the experimental boundary
conditions on the fluorescence of an unseeded flame, as well as the error in Finterf.-LIFpλq. For the
latter, it is assumed that the uncertainty is a direct representation of the uncertainties in FNO-LIF,sdpλq

and FNO-LIF,nsct+sdpλq. Thus, it is calculated as the RSS of the residuals between Finterf.-LIFpλq and
Finterf.-LIFpλq|smoothed, see Fig. 8, and is reduced by the number of points in the spectral range on
which it is fitted. Similar to the previous assumption, the systematic errors in the photodiodes, the
camera, and the long-pass filter are assumed nil. Hence, δsyspFNO-LIFq

FNO-LIF
„ 8% and results from the RSS

of the terms presented in Fig. D.24.
The total uncertainty for each unseeded averaged FNO-LIFpλq profiles assuming non-constant

Finterf.-LIFpλq is calculated as the RSS of the random and systematic uncertainties, and is plotted in
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the calculation of δsyspFNO-LIFq

FNO-LIF
for the Phi0.9_Tad2130K_O21 flame evaluated at z = 3 mm, assuming non-constant

Finterf.-LIFpλq, using the CRECK thermochemical model.

Fig. 11b. It is evaluated as ϵFNO-LIF,nsct |non-constant interf.-LIF„ 9%.

D.3. Uncertainty on FNO-LIF,nsct{Copt

The uncertainty in FNO-LIF,nsct{Copt results from the RSS of the random and systematic errors
associated with the measurement and calculation of FNO-LIF,nsct and Copt.

The random error is composed of the experimental scatter in the measurement of F exp
NO-LIF,nsct and

F exp
NO-LIF,sd, and is reduced by the number of measurements performed per flame condition. It leads to

δrandpFNO-LIF{Coptq

FNO-LIF{Copt
„ 0.1% and 0.6% under the assumption of constant and non-constant Finterf.-LIFpλq,

respectively.
The systematic uncertainty encompasses the systematic error in the measurement of F exp

NO-LIF,nsct
and Copt. The error in F exp

NO-LIF,nsct is calculated according to the assumption formulated on Finterf.-LIFpλq,
as discussed previously, and is mostly driven by the propagation of the boundary condition uncer-
tainties on F num

NO-LIF. The systematic error in Copt results from errors in both F num
NO-LIF,sd and F exp

NO-LIF,sd.
The quantification of the systematic error in F num

NO-LIF,sd would require an extensive investigation of
the parameters used in the thermochemical model, Cantera, and LIFSim and was not performed in
this work. Instead the scatter in the determination of Copt was assumed to be representative of the
combined uncertainty in F num

NO-LIF,sd and F exp
NO-LIF,sd. Hence, δsyspFNO-LIF{Coptq

FNO-LIF{Copt
„ 5% and 11% under the

assumption of constant and non-constant Finterf.-LIFpλq, respectively.
The RSS of the random and systematic uncertainties leads to ϵFNO-LIF,nsct{Copt |constant interf.-LIF„ 5.5%

and ϵFNO-LIF,nsct{Copt |non-constant interf.-LIF„ 12%.
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D.4. Uncertainty on XNO,nsct

D.4.1. Using the linear extrapolation calibration technique Clin

D.4.1.1. Assuming constant Finterf.-LIFpλq

The uncertainty on XNO,nsct results from the linear fit performed between FNO-LIF and XNO,sd. To
account for the uncertainty in FNO-LIF, the fit is performed using a Monte-Carlo (MC) methodology.
The averaged FNO-LIF is varied within its uncertainty range, considering a uniform distribution and
assuming no uncertainty in XNO,sd

11. The fit is performed 1,000 times and the resulting XNO,nsct

is extracted through Eq. (54). The 1,000 calculations of XNO,nsct follow a normal distribution
that is fitted to obtain the nominal value (50% of the cumulative distribution function) and its
uncertainty (95% confidence interval on the cumulative distribution function), as seen in Fig. D.25.

Figure D.25: Distribution of XNO,nsct from 1,000 fits following a MC sampling technique for the flame
Phi0.9_Tad2130K_O21 at z = 3 mm.

Using three seeding levels, this calibration technique leads to ϵXNO,nsct |Clin,constant interf.-LIF„ 6%, as
displayed through the shaded area in Fig. 10b. An evaluation of the uncertainty was also performed
by varying the number of seeded levels. An uncertainty of „15% was found for one seeding
level (25 ppm) and „7% for two levels (25 and 50 ppm). It is evident that a larger number of
seeding levels will lead to a more certain extrapolation, hence, reducing the uncertainty on XNO,nsct.

D.4.1.2. Assuming non-constant Finterf.-LIFpλq

Due to the simplification that can be performed using Cbckgd instead of the explicit calculation of
Clin, see Eq. (56), a specific uncertainty calculation is performed for this method.

The uncertainty in Cbckgd is assumed equivalent to the the uncertainty in Finterf.-LIFpλq. As
performed in Section D.2.2, it results from the RSS of the residuals between Finterf.-LIFpλq and its
smoothed profile, and is assumed to represent the uncertainties in both FNO-LIF,sdpλq and FNO-LIF,nsct+sdpλq.

Hence, assuming no uncertainty in XNO,sd, the uncertainty in XNO,nsct is calculated as the RSS
of the error in Finterf.-LIFpλq (systematic) and the scatter in the calculation of XNO,nsct that is reduced
by the number of flames performed. Thus, it leads to ϵXNO,nsct |Clin,non-constant interf.-LIF„8.5%, and is plotted
through the shaded area of Fig. 11c.

11The uncertainty in XNO,sd is already taken into account in the uncertainty of FNO-LIF.
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D.4.2. Using the optical calibration technique Copt

As discussed previously, the calculation of this uncertainty is delicate as it would require the
calculation of the uncertainty in the thermochemical model, Cantera, and LIFSim. Additionally,
the calculation of XNO-LIF,nsct through the assumption that f exp

LIF “ f num
LIF is only valid if the thermo-

chemical model can accurately predict the flame speed and main species concentrations. Hence,
the uncertainty in XNO-LIF,nsct must include a term representing the inaccuracy of the model in
predicting the kinetics of the flame, such as its position. A linear effect is assumed between an
inaccurate prediction of the flame front position and the fluorescence generated at a given point of
the domain. Hence, a numerical flame that is predicted downstream of its experimental position
will lead to a lower predicted fluorescence, assuming a constant slope post-flame. Similarly, a
numerical flame that is predicted upstream of the experimental flame will lead to a stronger pre-
dicted fluorescence. Thus, a systematic uncertainty on the numerical fluorescence is calculated
as the delta in the flame front position between the numerical and experimental profiles. A sys-
tematic uncertainty is also present in the measurement of FNO-LIF,nsct{Copt as discussed previously.
Therefore, the systematic uncertainty in XNO-LIF,nsct is calculated as the RSS of ϵFNO-LIF,nsct{Copt and
δpzfq

zf
defined as the relative error of the numerical flame front position (zf) to the experimental

one. It leads to δsyspXNO-LIF,nsctq

XNO-LIF,nsct
„ 6.5% and 12.5% under the assumption of constant and non-constant

Finterf.-LIFpλq, respectively, and with δpzfq

zf
„ 4% using the GRI thermochemical model. This points

at the importance of choosing a thermochemical model that can the most accurately reproduce the
flame kinetics to limit the propagation of uncertainties.

The random uncertainty results only from the scatter in FNO-LIF,nsct{Copt and is calculated as
mentioned above, leading to δrandpXNO-LIF,nsctq

XNO-LIF,nsct
„ 0.1% and 0.6% assuming constant and non-constant

Finterf.-LIFpλq, respectively.
The total uncertainty is calculated as the RSS of both random and systematic errors, such that

ϵXNO,nsct |Copt,constant interf.-LIF„ 6.5%, and ϵXNO,nsct |Copt,non-constant interf.-LIF„ 13%.

D.5. Summary of uncertainties
Table D.5 presents the uncertainty calculation for each flame condition, seeding, calibration

technique, and assumption.
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Table D.5: Random, systematic, and total uncertainties of some keys experimental results using the different quantifi-
cation techniques. All values are presented in %.

Flame Phi0.7_Tad1830K_O21 Phi0.9_Tad2130K_O21 Phi0.9_Tad2500K_O40
Xsd [ppm] 0 50 0 25 50 75 0 150

ϵFNO-LIF,nsct |constant interf.-LIF

# samples 2 2 6 3 4 5 2 2
rand 0.7 0.6 2.8 4.3 4.0 4.0 0.7 4.1
sys 3.8 19.2 2.8 17.2 7.4 2.8 2.1 1.4
total 3.9 19.2 4.0 17.8 8.5 4.8 2.2 4.4

ϵFNO-LIF,nsct |non-constant interf.-LIF

# samples - - 6 - -
rand - - 3.1 - -
sys - - 8.3 - -
total - - 8.9 - -

ϵFNO-LIF,nsct{Copt |constant interf.-LIF

# samples 2 6 2
rand 0.9 0.1 0.4
sys 5.9 5.3 5.0
total 6.0 5.4 5.1

ϵFNO-LIF,nsct{Copt |non-constant interf.-LIF

# samples - - 6 - -
rand - - 0.6 - -
sys - - 11.4 - -
total - - 11.5 - -

ϵXNO,nsct |Clin,constant interf.-LIF

# seeding levels - 1 - 1 2 3 - 1
total - 7.8 - 14.7 6.9 6.3 - 2.7

ϵXNO,nsct |Clin,non-constant interf.-LIF

# seeding levels - - - 1 2 3 - -
rand - - - 3.2 4.5 3.9 - -
sys - - - 6.9 7.2 7.5 - -
total - - - 7.6 8.4 8.5 - -

ϵXNO,nsct |Copt,constant interf.-LIF

# samples 2 6 2
rand 0.9 0.1 0.4
sys 6.1 6.5 11.9
total 6.2 6.5 11.9

ϵXNO,nsct |Copt,non-constant interf.-LIF

# samples - - 6 - -
rand - - 0.6 - -
sys - - 12.5 - -
total - - 12.6 - -
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