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NO measurements in high temperature hydrogen flames:
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Abstract

The current work investigates the formation of Nitric Oxide (NO) in hydrogen-air flames, over a wide range of flame temperatures.
The use of hydrogen allows improved focus on the thermal-NO pathway by removing the complexity introduced by the prompt-NO
pathway, which has been shown to be an important contributor to inaccurate predictions of absolute post-flame NO concentrations
in hydrocarbon flames. This experimental study is conducted at atmospheric pressure using stoichiometric, premixed, laminar
stagnation flames. Adiabatic flame temperatures ranging from 1600 K to 2300 K are achieved by varying the argon concentration
in air. One-dimensional velocity, temperature, and NO concentration profiles are measured using non-intrusive laser diagnostics:
Particle Tracking Velocimetry (PTV), NO multiline thermometry, and NO Laser Induced Fluorescence (NO-LIF), respectively.
Results show that the experimental velocity profiles are incorrectly captured by the studied mechanisms, especially at low and high
temperatures. This suggests that major inaccuracies are present in the hydrogen oxidation chemistry of the thermochemical models,
regardless of their optimisation methodology. Furthermore, NO-LIF profiles show major discrepancies between all the studied
mechanisms and the experiments, especially at elevated temperatures. The disagreement stems from an inaccurate description of
the base chemistry of the models. These inaccuracies arise specifically from the description of the radical pool driving the flame
behaviour and NO formation. This study demonstrates the need for model optimisation on experimental measurements using pure
hydrogen 1D flames to obtain an accurate description of the hydrogen oxidation chemistry at play. This would lead to an improved
description of the NOx sub-chemistry of any hydrogen, or hydrocarbon, combustion system.

Keywords: Chemical kinetics, Hydrogen, Nitric oxide, NO pathways, NO-laser induced fluorescence, Premixed flame

Novelty and significance statement

This work presents an in-depth analysis of experimental re-
sults to understand the origin of significant discrepancies ob-
served between state-of-the-art combustion models and the ex-
perimental results. This study provides a unique experimental
data set comprising of velocity, temperature, and NO concen-
tration measurements in low- to high-temperature 1D hydrogen
flames. NO measurements in hydrogen combustion, particu-
larly spatially- or temporally-resolved, are scarce in the liter-
ature and is of high-value for the modelling community. In
addition, this study provides detailed analyses that illustrates
the source of major mispredictions in velocity and NO con-
centration measurements between the experimental and numer-
ical results. These inaccuracies appear to stem from the core
hydrogen-oxidation chemistry, fundamental in the description
of any combustion process involving hydrogen and hydrocar-
bon fuels. This work aids the modelling community in its ef-
forts to further improve the predictive capabilities (kinetics, spe-
ciation, thermodynamics) of combustion models, and is key for
the minimisation of emissions of alternative fuels in practical
applications.
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1. Introduction

As industries are transitioning from fossil fuels to more sus-
tainable, carbon-free fuels, such as hydrogen, the interest in Ni-
tric Oxide (NO) formation is growing, and accurate modelling
is required as a design tool. Constant efforts have been spent
over the last few decades to accurately model NOx chemistry
through the different NO-formation pathways.

Glarborg et al. [1] formalised these efforts to validate a new
comprehensive nitrogen chemistry model. They not only re-
viewed the two most important pathways of NO formation in
flame conditions, prompt-NO and thermal-NO, they also em-
phasised the less dominant pathways, N2O and NNH, and their
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inter-dependencies to one another. The importance of these two
minor pathways is increasing as industries target operating con-
ditions that mitigate the prompt-NO and thermal-NO pathway
contributions [2, 3].

Extensive work has been conducted to precisely model these
four pathways. The prompt-NO pathway, one of the most im-
portant sources of NO in hydrocarbon combustion, occurs through
the reaction of CH with N2 to form NCN+H [4, 5]. The further
reaction of NCN leads to NO formation through reactions with
the radical pool. Efforts to model each reaction of the prompt-
NO subset are still underway [6–9].

The thermal-NO pathway, another important source of NO
formation, occurs through the reaction of N2 with O to form
NO+N [10]. This reaction is the rate limiting step due to its
high activation energy. Thermal-NO pathway is highly depen-
dent on temperature and residence time and is, generally, the
main source of NO formation in practical systems, such as gas
turbines. Therefore, this pathway is extensively studied, as it is
generally limited to the study of a single reaction instead of a
subset of reactions [11–14].

The N2O pathway consists of the oxidation of N2 with O
to form N2O [15]. The further reaction of N2O with the rad-
ical pool leads to NO formation. The formation conditions of
this pathway, in lean flames at moderate temperatures and high
pressures, makes it relevant to practical combustion systems,
such as Dry Low Emission (DLE). Yet, this subset of reactions
still has limited data as it is not as dominant as the previous
two pathways. This is in part due to the fact that this path-
way is predicted to be dominant only at high pressures, and
thus presents experimental challenges to perform laser-based
diagnostics to characterise it. Nevertheless, the interest in this
pathway is growing as its contribution increases with the use of
emission-reduction strategies and the reduction of the contribu-
tion of previously dominant pathways [16–19].

Similar to the N2O pathway, the NNH pathway is the reac-
tion of N2 with H to form NNH [20]. NO is formed through
the reaction of NNH with the radical pool. This subset of reac-
tions is the least studied in the literature as it is rarely dominant
in combustion systems [21–23]. With the advent of sustainable
fuels, especially hydrogen, this pathway could see its contribu-
tion growing with a greater availability of H-atoms through H2
breakdown and the absence of the prompt-NO pathway.

Recently, Lee et al. [24] and Meng et al. [25] have presented
a new potential formation channel through the HNNO interme-
diate. This pathway appears to be active at low temperatures
and moderate to elevated pressures. This discovery implies that
some models would not accurately describe NO formation as
they have, so far, been optimised accounting for only 4 path-
ways.

Despite all these efforts to precisely model each pathway
involved in NO formation over a wide range of flame condi-
tions, inaccuracies remain in the understanding of its chem-
istry [14, 17, 26–29]. In several experimental and numerical
studies targeting the prompt-NO pathway in short-chain hydro-
carbon flames [26, 28, 30], it was demonstrated that an inac-
curate description of the radical species, especially CH, O, and
H, leads to misprediction of the NO chemistry in the flames.

Similarly, experiments in high-pressure hydrogen flames [29],
targeting the N2O and the NNH pathways, have shown large
variability in the prediction capability of different models. The
dependence of these pathways with the co-reacting radicals O,
H, and OH, could lead to mispredictions of NO concentration
if they are not modelled adequately. Furthermore, Meulemans
et al. [14] have shown that models are not able to accurately
capture the NO chemistry in methane-air flames, particularly at
high temperatures where thermal-NO is most active. They con-
cluded that the discrepancies observed are likely due to an inac-
curate description of the base chemistry of the thermochemical
models employed, as well as an inaccurate description of the
NO formation pathways, specifically their reaction rates and the
pathway inter-dependencies.

These studies suggest that a significant gap remains in the
understanding of NO formation pathway description and their
interaction with one another, independently of the fuel used. A
strong dependency is also demonstrated between the pathway
prediction accuracy and the adequate modelling of the radical
pool concentration by the models. These modelling inaccura-
cies in the formation pathway rates or in the radical pool for-
mation would hinder the accurate prediction of NO formation
in conditions that approach practical applications.

Recent measurements in atmospheric, lean-to-rich, hydro-
gen flames [31] interrogates the accuracy of the radical pool
modelling by thermochemical models. They found that large
discrepancies are observed between measurements and predic-
tions of the laminar flame speed of 8 lean-to-rich hydrogen
flames. This study demonstrates that inaccuracies in the kinetic
performance of existing models for hydrogen oxidation. This
finding is concerning as it suggests that the hydrogen oxidation
modelling remains inaccurate. Indeed, the hydrogen oxidation
chemistry is the first, and most important, building block of
any combustion model [32]. It is only composed of a limited
set of reactions and species (generally around 30 and 10, re-
spectively), but its description is paramount to an accurate de-
scription of any combustion property (kinetics, thermodynam-
ics, speciation).

Thermochemical models, especially those built in a hierar-
chical manner, are expected to perform well in this first build-
ing block, as they individually optimise the hydrogen oxidation
chemistry on relevant dataset (directly, indirectly, or ab initio).
Nevertheless, this review of recent experimental studies indi-
cate that this assumption may not hold true, the description of
the NO chemistry remains mispredicted in most conditions pre-
sented. This could be explained by the fact that most models,
when optimising their NOx sub-chemistry, generally include
data from non-flame setup (shock tube, flow reactor), as well as
a range of dataset from both hydrogen and hydrocarbon com-
bustion. Therefore, a misunderstanding of the radical pool de-
scription in such contexts could lead to a mis-optimisation of
the NOx chemistry subset. An improvement in modelling accu-
racy could be gained by including more hydrogen experimen-
tal datasets generated from relevant flame conditions. Unfortu-
nately, relatively few experiments have been performed using
pure hydrogen flames, especially those that measure NO for-
mation [3, 17, 29, 33–36]. Therefore, the use of pure hydrogen
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fuel stretches these models into conditions where they have lit-
tle validation data, possibly propagating the existing errors in
NO predictions of hydrocarbon flames when employed to pre-
dict NO formation in hydrogen flames. As a consequence, hy-
drogen flames should be employed to validate any hierarchical
models regarding NO measurements, as well as velocity mea-
surements.

To address the lack of hydrogen flame data, this study pro-
vides a dataset of velocity, temperature, and NO concentration
measurements in pure hydrogen flames. Nine atmospheric, pre-
mixed, laminar, stoichiometric, hydrogen-air flames are stud-
ied using a stagnation flame burner. Adiabatic temperatures
ranging from 1600 K to 2300 K are achieved using argon di-
lution to emphasise the thermal-NO pathway. The resulting
dataset is compared to the modelling capability of several re-
cent and commonly-used thermochemical models. These con-
ditions have been chosen to provide a robust set of data fit for
model optimisation and validation. The use of hydrogen fo-
cuses on the first building block of any hierarchical thermo-
chemical model. In addition, it allows the removal of the con-
tribution of the prompt-NO formation pathway, a source of mis-
prediction in previous studies. Furthermore, the use of elevated
temperatures challenges the models in extreme conditions, out-
side of their traditional validation range. Models that perform
well in these conditions are more likely to have been built in
a robust manner, as they capture the fundamental behaviour of
the relevant reactions.

2. Experimental methods

2.1. Stagnation burner

Atmospheric, stoichiometric, premixed hydrogen-air-argon
flames are obtained using the jet-wall stagnation flame burner
shown in Fig. 1. This setup provides accurate boundary con-
ditions allowing the performance of 1D simulations [37]. The
premixed laminar flow exits the nozzle and impinges on a water-
cooled stagnation plate maintained at a constant temperature
during the experiment. The nozzle-to-plate distance is „ 9 mm,
and the flame is stabilised approximately at a third of the do-
main for each experiment in order to maximise the post-flame
region, while retaining accurate velocity boundary conditions.
The use of nitrogen as a coflow shields the flame from reacting
with ambient oxygen. This setup provides flat, lifted, quasi-1D,
stretched flames that are minimally affected by the burner. It
is ideal for performing optical diagnostics, similar to previous
work [14, 18, 27–29, 31, 38].

Adiabatic flame temperatures ranging from 1600 K to 2300 K
are used to span a large range of temperatures used in practical
systems and promote the formation of thermal-NO at higher
temperatures. These temperatures are achieved by producing
nine stoichiometric hydrogen-air flames diluted with different
levels of argon, such that argon concentration defined by Eq. (1)
varies between 62.81% at 1600 K and 12.05% at 2300 K in the
oxidizer stream with:

XAr “
NAr

NO2 ` NN2 ` NAr
, (1)

Figure 1: Stagnation flame burner displaying a stoichiometric hydrogen-air-
argon flame at Tad = 2100 K using an exposure time of 4 s. The red and white
hues result from H2O and OH emissions respectively [39].

where Ni is the molar concentration of species i. Non-diluted
flat flames with temperatures beyond 2300 K could not be sta-
bilised due to intrinsic flame instabilities. The use of argon as a
diluent to control the flame temperature is intentional. This en-
ables the equivalence ratio and the oxygen-to-nitrogen ratio to
remain constant while the adiabatic flame temperature varies. It
is also a common bath gas in shock tubes studies and, therefore,
its use in this study reduces the impact of third body reaction
uncertainty due to the familiarity of its behaviour to common
thermochemical models.

The different gas flow rates are controlled using thermal
mass flow controllers. They are calibrated before the experi-
ments using their respective gases with a DryCal ML-500 dry-
piston calibrator, leading to an uncertainty of ˘0.7% on the
equivalence ratio and ˘0.85% on the argon concentration.

Boundary conditions, necessary to perform simulations, are
acquired during the experiments through post-processing of the
velocity measurements. Type-k thermocouples are used to mea-
sure the inlet temperature of the mixture pTinq and the stagna-
tion plate temperature pTwallq within ˘2 K and ˘5 K, respec-
tively. The length of the domain used for simulations plq is de-
termined at the location of minimum uncertainty in the unburnt
region of the velocity profiles, and is also where the inlet ve-
locity puinq and the axial strain rate pduin{dzq are extracted [40].
This dataset can be found in the Supplementary Materials Sec-
tion 1.

2.2. Velocity measurements

Velocity profiles are obtained using Particle Tracking Ve-
locimetry (PTV). The flow is seeded upstream of the nozzle
with „1 µm inert alumina particles illuminated by a 527 nm
laser beam. The beam is focused on the center of the noz-
zle and is stretched to cover almost the entirety of the nozzle-
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to-plate region. The laser is triggered at a frequency varying
from 5 kHz to 10 kHz according to the velocity of the flow. The
laser light scattered on the alumina particles is captured using a
Charge-Coupled Device (CCD) camera set on a long exposure
from 120 ms to 20 ms according to the frequency of the laser.
A set of 1,200 images is obtained for each flame on which the
tracer particle positions are tracked using an automated streak
detection algorithm [41]. The processing of the images allow
the extraction of the particle velocity profile along the center-
line of the nozzle using a second-order central finite difference
scheme:

up
`

zp,i, rp,i
˘

«
zp,i`1 ´ zp,i´1

2
¨ f ¨ C, (2)

at the particle location zp,i and rp,i, and with f defined as the
laser frequency in Hz, and C the camera calibration coefficient
in mm/pixel. The particle velocity measurements are performed
twice for each flame to ensure repeatability and reach low un-
certainty. The direct comparison of the simulated and mea-
sured velocity profiles are performed in the measurement unit
as suggested by Connelly et al. [42]. Therefore, the simulated
gas velocity profiles are converted to particle velocity profiles
through the estimation of the particle drag and motion in the
flow through the modelling of thermophoretic forces, particle
inertia, and the finite particle-track interval effects [43].

2.3. NO concentration measurements
NO concentration profiles are obtained using two dimen-

sional NO Laser Induced Fluorescence (NO-LIF). A wavelength-
tunable dye laser, using a solution of Coumarin 450, is pumped
by a Nd:YAG laser to excite NO molecules in the A-X (0,0)
electronic system at a wavelength of „226 nm, comprising of
the P1(23.5), Q1+P21(14.5), and Q2+P12(20.5) transitions. The
fluorescence of the NO molecules going from the excited state
to the ground state is captured using an Intensified-CCD (ICCD)
camera equipped with a 235 nm long-pass filter to remove Rayleigh
scattering and reflections. To enhance the signal-to-noise ra-
tio, a 120 ns gate is used to reduce the noise contribution from
the flame chemiluminescence. The image is binned 4ˆ8 (verti-
cally and horizontally, respectively) to enhance the signal while
only minimally compromising the spatial resolution. Finally,
50 individual illumination events are aggregated by the cam-
era, before readout, to enhance the fluorescence signal on sin-
gle images. The axially-resolved signal of NO produced by the
flame (FNO) is captured using 10,000 laser pulses at two dif-
ferent wavelengths: at λon = 226.0345 nm, to capture the online
signal pS onq corresponding to a maximum excitation state of the
molecules, and at λoff = 226.0470 nm, to capture the offline sig-
nal pS offq, corresponding to a minimum excitation state of the
NO molecules. The subtraction of the two signals results in a
signal free of interfering LIF and scattering signals. The signal
of the flame without laser illumination

`

S bckg
˘

is also captured
using 100 images. The subtraction of the latter to S off and S on,
removes the effect of the remaining flame chemiluminescence,
camera dark noise, and ambient luminosity. The laser energy
is measured close to the flame using a photo-detector, and en-
sures that the measurements are performed in the LIF linear

regime. The signal obtained from fluorescence is normalised
by the measured laser energy EL,on and EL,off, such that the sig-
nal is proportional to the NO density only. Finally, the signal is
corrected for spatial inhomogeneity in the laser sheet, obtained
in a cold jet flow of NO. Under linear LIF, the normalised NO
signal can be expressed by Eq. (4):

FNO “
pS on ´ S bckgq

EL,on
´

pS off ´ S bckgq

EL,off
, (3)

“ f LIF p f B, λ,∆νL,Γ, B12, A21,Q21q ¨ Copt ¨ n˝
NO pT, p, XNOq ,

(4)

where f LIF, obtained using LIFSim [44], is the number of pho-
tons emitted per unit molecule of NO, per unit volume, and per
laser energy,and is a function of; f B pT q the Boltzmann fraction
of NO molecules in the excited state, λ the laser wavelength,
∆νL the spectral width of the laser, Γ p∆νL,T, p, Xiq the dimen-
sionless overlap fraction, A21 and B12 the Einstein coefficients
for spontaneous emission and photon absorption, respectively,
and Q21 pT, p, Xiq the rate constant of non-radiative collisional
quenching. Copt, obtained experimentally, is the optical calibra-
tion coefficient accounting for optic transmissivity and camera
sensitivity, and n˝

NO is the number density of NO molecules,
directly proportional to the concentration of NO in the flame.

Copt is obtained through calibration by measuring the sig-
nals of both an NO-seeded and unseeded flame. The difference
in signals is only proportional to the NO seeded in the flame,
and is independent of the NO produced by the flame. There-
fore, Copt can be applied on all flames of the experimental cam-
paign, despite individually producing different levels of NO.
This method is valid as long as there is negligible NO reburn or
recombination within the flame, and that the seeded molecules
do not significantly affect the flame properties. The methodol-
ogy is further detailed in Supplementary Materials Section 2.

In order to model f LIF, the knowledge of instantaneous quench-
ing species concentrations and temperature throughout the do-
main is required. Thus, transforming experimental NO-LIF
signals to NO concentrations relies on assumed profiles which
might induce further uncertainty in the reported measurements
if the assumptions and models used are proven inaccurate [42].
Therefore, to improve the comparison between measurements
and simulations, simulated NO concentration profiles are trans-
formed through LIFSim [44], a three-level LIF model, to obtain
simulated NO-LIF profiles, which are directly comparable to
Copt-normalised experimental NO-LIF profiles. Consequently,
the NO concentration profiles presented in this study are re-
ported through FNO{Copt in arbitrary units [a.u.], a combination
of power and length units. The measurements of NO-LIF pro-
files are conducted twice, and the measurement of Copt is per-
formed 8 times. This ensures repeatability in the measurements
and leads to low experimental uncertainty. Further details of the
uncertainty calculation is given in the Supplementary Materials
Section 4.

To accurately transform the NO-LIF signals into ppm, an
uncertainty calculation of the LIF modelling parameters would
be required. Despite this, for improved context, an estimate of
the NO concentration is also given on the NO-LIF profiles. This
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estimate is obtained by comparing the modelled NO-LIF signal
of a reference mechanism to its NO concentration prediction in
ppm, achieving a conversion [a.u. Ñ ppm]. This conversion is
applied to the other simulated NO-LIF profiles, as well as on
the experimental NO-LIF profiles, and is mainly valid in the
post-flame region of the profiles presented.

2.4. Temperature measurements
Temperature profiles are obtained using multi-line NO-LIF

thermometry [45–47]. The technique uses a similar method-
ology as for NO concentration measurement. The flames are
seeded with 200 ppm to 500 ppm (high temperature to low tem-
perature flames, respectively, to enhance signal-to-noise ratio)
of NO to track the emitted fluorescence across the entire do-
main. The laser wavelength is varied from 225.13 nm to 225.19 nm
over 120 discrete wavelengths. The NO fluorescence is cap-
tured at each wavelength by the ICCD camera for a hardware
accumulation of 80 images at 300 ns exposure, using the same
technique as in a previous study [14]. However, this technique
proved not adapted for high temperatures hydrogen flames due
to a low signal-to-noise ratio and temperature sensitivity. There-
fore, for flames with Tad ą2000 K, the image is binned 4ˆ8 (ver-
tically and horizontally, respectively). This allows the reduction
of the exposure time to 120 ns, limiting the noise from flame
chemiluminescence and improving the signal-to-noise ratio of
high temperature flames. In order to avoid over-exposure of the
photo-detectors, the image accumulation on the camera is lim-
ited to 40 images. The signal is also obtained for an unseeded
flame and a flame without laser illumination. These signals are
subtracted from the signal of the seeded flame, to maximise the
signal-to-noise ratio. The resulting signal is representative of
the fluorescence spectra of NO at each point of the domain, and
is compared through a spectra-fitting procedure [45] to NO-LIF
excitation spectra obtained from LIF-Base [48] in order to de-
termine the temperature of the NO-fluorescing molecule. A 1D
temperature profile, with an uncertainty of ˘ 5%, is extracted
at the centre-line of the nozzle and is directly compared to the
simulated profiles.

2.5. Flame simulation and thermochemical models
Simulations of the experimental flames are performed us-

ing the Impinging Jet model in Cantera 2.5.1 [62]. The multi-
component transport model is used, and the radiation and Soret

effects are included. Simulations are converged to reach refine-
ment criteria of 2, 0.03, and 0.03, for ratio, curve, and slope
respectively, and until the reference flame speed varies by less
than 0.1% between each iteration of the refinement criteria.
This leads to solutions containing „400 grid points, with a 1 µm
minimum grid size. Eleven thermochemicals models are used
to simulate the flames, and are presented in Tab. 1.

Three of these mechanisms; ELTE, KON, and TUM; do not
possess a NOx chemistry as they are optimised solely for hy-
drogen oxidation. Therefore, their simulations will only be used
for the velocity analysis. The remaining eight mechanisms have
been developed for fuels heavier than hydrogen. In order to
simplify and minimise simulation time, they have been stripped
of their carbon chemistry.

Other than stripping the thermochemical models of their
carbon chemistry (or as detailed later in this paper, stripped of
their NOx chemistry), the mechanisms are not modified. There-
fore, the third-body collision factors remained as they have been
specified in the mechanisms. If not specified, a default value of
1 is used.

It is worth mentioning that none of the mechanisms used in
this study have implemented the potential new HNNO forma-
tion pathway. This pathway is also excluded from the analysis
performed later in the paper, regarding the formation of NO
through the different pathways active in these conditions. This
pathway would have minimal impact on the overall NO pre-
dictions of the flames presented in this study as the conditions
are outside of the pathway active region, moderate pressures
and low temperatures, [24, 25]. Similarly, the fuel-NO and the
prompt-NO pathways are not considered in this study due to the
lack of N- and C-species in hydrogen.

The paper by Curran [32] gives a good insight on how ther-
mochemical models are usually developed. Models are built
either following a hierarchical or global approach. Those built
in a hierarchical manner will optimise their model according
to different subsets, with the first one being the hydrogen ox-
idation chemistry, followed by C1 chemistry (CO, CH4), and
then heavier hydrocarbons (C2`). Pollutant formation (NOx,
soot...) is generally optimised last and is added to the com-
bustion model on top of the other subsets. On the contrary to
the hierarchical approach, models built in a global manner have
been optimised considering all reactions at play as a whole, and

Table 1: Thermochemical models used in this study.

Ref. Mech. (version)

Color
and

symbol
Modelled chemistry

Original version Hydrogen sub-mechanism
Entire chemistry Entire chemistry H2/O2 chemistry NOx chemistry

Reactions Species Reactions Species Reactions Species Reactions Species
[49] BUT — ` H2, C1-C4, NH3, NOx 1089 125 252 33 30 11 222 22
[50, 51] CRECK (2003) — İ H2, C1-C6, NH3, NOx 2459 159 222 33 23 11 199 22
[1, 52] DTU — ‹ H2, C1-C2, NH3, NOx 1397 151 211 33 27 13 184 21
[53] ELTE — ˚ H2 30 12 30 12 30 12 / /
[54, 55] GDF (3.0) — › H2, C1-C6, NH3, NOx 934 123 123 22 21 10 102 12
[56] GRI (3.0) — ‚ C1-C3, NOx 325 53 70 19 29 11 41 8
[57] KON — ♦ H2 75 15 75 15 75 15 / /
[58] NUIG (1.1) — ▲ H2, C1-C10, NH3, NOx 5966 923 236 34 37 12 199 12
[59] SD (2016-12+2018-07) — ■ C1-C4, NOx 311 68 64 21 23 11 41 10
[60] TUM — ˆ H2 19 11 19 11 19 11 / /
[61] XJTUNO — ¨ H2, NH3, NOx 266 44 243 37 35 12 208 15
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have adjusted their reaction rates on data containing any part of
the combustion subsets.

Regardless of the construction approach chosen by the mod-
els, the optimisation process can be performed following vari-
ous strategies. One commonly use is to adjust the kinetic rates
of the reactions “by hand", as detailed by Curran [32]. In this
approach, each reaction is adjusted individually to fit a valida-
tion target. This is conducted using direct and indirect measure-
ments. Direct measurements are where kinetic rates are mea-
sured directly: ab initio, shock tubes, flow reactors. Indirect
measurements derive kinetic rates by fitting velocity, species
concentrations, and ignition delay data, generally obtained ex-
perimentally in flow or jet-stirred reactors, or in burners. To
remove the potential for human error introduced during man-
ual adjustment, formal optimisation tools have been developed.
This first led to the introduction of globally optimised mech-
anisms with ignition delay times, flame speeds, speciations,
etc. used as targets [56]. More robust approaches have since
been used to perform optimisation under uncertainty (statisti-
cal, Bayesian inference, etc.) [53, 63, 64], where, not only the
nominal measurements (direct and indirect), but also the mea-
surement uncertainty is used to optimise the mechanisms and,
in some cases, provide confidence intervals on the predictions.

Despite this understanding, it still remains unclear how most
models are optimised. Some models are developed using other
models as a base, that they will append to and adjust rates based
on new experimental dataset, such as BUT [49]. It therefore
renders their categorisation very complex. In this study, the au-
thors have attempted to classify, to the best of their understand-
ing, the 11 thermochemical models into the aforementioned cat-
egories.

Only two mechanisms used in this study follow a global
optimisation approach, rather than a hierarchical one:

• GRI [56] is a small mechanism, containing few species
and reactions, and has been developed to model natural
gas combustion with NOx formation. This mechanism is
widely used in the community due to its limited numer-
ical processing time. It is one of the first examples of
mathematical optimisation.

• GDF [54, 55] mechanism was also developed to model
natural gas combustion and its NOx formation. In con-
trast to GRI, it possess many more reactions and species,
and the model kinetic rates have been adjusted by hand.

Many mechanisms, and most in this study, base their mod-
elling on a hierarchical approach. They all have optimised the
H2/O2 core chemistry individually:

• ELTE [53] and TUM [60], use a formal algorithm-based
approach to optimise their model. They use uncertainty
quantification and probabilistic techniques to adjust the
kinetic rates of the H2/O2 system. These two mecha-
nisms do not possess a NOx chemistry, nor any other
combustion-chemistry subset, and have been solely de-
veloped to model hydrogen combustion.

• BUT [49], CRECK [50, 51], DTU [1, 52], KON [57],
NUIG [58], XJTUNO [61], employ the “by hand" opti-
misation process as described by Curran [32]. Most of
them use a similar core chemistry in which the rates of
the reactions vary from model to model based on their in-
dividual validation targets. NUIG and CRECK are gener-
ally recognised as the most comprehensive mechanisms
as they include the combustion modelling of many fu-
els (light to heavy) and for many combustion conditions.
BUT and DTU have been developed to model small-chain
hydrocarbon combustion, with a detailed core chemistry,
and the modelling of a NOx chemistry. XJTUNO was de-
veloped to model H2/CO/NOx with no other combustion-
chemistry subset. Finally, KON has been developed for
the single modelling of hydrogen combustion and does
not possess a NOx chemistry.

It is unclear to the authors how SD [59] has been optimised
as no publications accompany the mechanism; however, it is
likely that the latter has been optimised using a hierarchical “by
hand" method. It is important to note that this NOx-containing
mechanism has been released without any flame-front NO re-
actions such as for the NNH or the prompt-NO pathway.

Although this classification may not fully describe the model
optimisation process, it is important to understand that the specifics
of these optimisation processes are still relatively opaque in
most instances.

3. Results

Velocity, temperature, and NO concentration measurements
are presented in the following subsections for all nine flames.
Each experimental profile is extracted at the center-line of the
nozzle and is presented as a function of the axial distance be-
tween the nozzle (z „ 9 mm) and the stagnation plate (z “ 0).

3.1. Velocity measurements

Figure 2 presents the measured particle velocity profiles,
up, obtained for all nine flames. Experimental results are com-
pared to the particle velocity profiles from each thermochemical
model considered in this study.

The particle velocity profiles show the expected trend in
the stagnation flow configuration: the flow exits the nozzle at
z „ 9 mm and the decelerates towards the flame-front (z „ 6 mm)
reaching the reference flame speed (S u,ref), measured at the ve-
locity minimum, it accelerates through the flame-front, and fi-
nally decelerates as it impinges on the plate (z “ 0). Overall,
the technique leads to profiles of high spatial resolution and low
uncertainty on the reference flame speed (˘ 2-10%). Equip-
ment limitations lead to a few absent data points in the high-
velocity gradient of the flame-front for the flame at Tad = 2300 K;
however, this does not limit the analysis or the extraction of the
boundary conditions in the low-velocity, unburnt region.

All thermochemical models reproduce the general behaviour
of the particle motion in the flow field. Despite this, significant
discrepancies between the measured and simulated profiles can
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Figure 2: Particle velocity profiles, measured (˝) and simulated (—) using different thermochemical models. The legend follows thecolour-scale presented in Tab. 1.
Note the different scale of the velocity profiles between the top, middle, and bottom rows. Note the same velocity scale for a single row of 3 sub-figures.

be observed in the flame position (zf) defined by the axial loca-
tion of S u,ref.

S u,ref is measured for each flame condition and is presented
in Fig. 3a. The ratio of the experimental to the numerical S u,ref
is also calculated to determine the level of disagreement be-
tween the models and the experiments. Results are presented in
Fig. 3b, where a perfect agreement is defined by a ratio of unity.
Uncertainties are reported using the shaded area and account for
the experimental uncertainty as well as for the uncertainty of
the experimentally-measured boundary conditions propagated
through the simulations. Discrepancies between the measure-
ments and the simulations outside the shaded region should then
arise from model inaccuracies. The calculation methodology of
the uncertainties is given in the Supplementary Materials Sec-
tion 4.

As expected, the reference flame speed increases with the
adiabatic flame temperature, as dictated by flame theory. While
this general trend is correctly captured by the models, disagree-
ments between the experimental and numerical S u,ref are ap-
parent, particularly at low temperatures, where models unani-
mously underpredict the reference flame speed by 10% to 20%.
Furthermore, the non-linearity of Su,ref,num/Su,ref,exp indicates that
the dependence of the thermochemical models with tempera-
ture and/or with argon concentration is not correctly predicted.
Overall, GDF is the model that performs the best, relative to the

Figure 3: Comparison of the experimental (black) and numerical (colored) of:
a) the absolute reference flame speed S u,ref, and b) the ratio of the numerical to
experimental reference flame speed Su,ref,num/Su,ref,exp. Shaded area represent
the uncertainties. The legend follows the colour-scale presented in Tab. 1. Note
the logarithmic scale used in sub-figure a.
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measurements, across the entire temperature range.
These results are consistent with the findings of Durocher

et al. [31] who found that mechanisms tend to underestimate
the reference flame speed in lean-to-rich, atmospheric, low-
temperature, hydrogen-argon-air stagnation flames. These dis-
crepancies lead to the observed disagreement in the flame posi-
tion. With a lower predicted flame speed, the numerical flame
stabilises in the region of lower flow velocity, further away from
the nozzle.

Such disagreements in the velocity profiles prove the pres-
ence of inaccuracies in the base chemistry driving hydrogen ox-
idation, especially at the low- and high-end temperatures. Fur-
ther investigation is performed in this study (see Section 4 to 7)
to identify the origin of the disagreement.

3.2. Temperature measurements

The measured and simulated temperature profiles are pre-
sented in Fig. 4. The temperature of the flow remains at ambi-
ent conditions in the unburnt region, it then sharply increases
in the flame-front, follows a more gentle increase in the post-
flame region, and then, finally, decreases as it reaches the stag-
nation plate. All thermochemical models capture the profiles
accurately, for all conditions tested, within experimental uncer-
tainty. This is expected as the thermodynamic parameters of the

species involved in these flames are well known. Only a dis-
crepancy in the flame position can be observed on the profiles,
as discussed for the velocity profiles. Finally, these tempera-
ture profiles confirm that the target adiabatic flame temperature
is reached by each flame.

3.3. NO concentration measurements
Figure 5 displays the NO-LIF signal profiles obtained ex-

perimentally and numerically for all conditions. Estimates of
the NO concentration in ppm is given on the right-hand ver-
tical axis of each graph. This estimation is valid in the post-
flame region only, except within the plate thermal boundary
layer (z À 1.0 mm). Further details of the calculation is given in
the Supplementary Materials Section 3. The profiles presented
are the result of an average of profiles measured twice for each
condition.

The measured NO-LIF profiles follow the expected trend:
an absence of signal in the unburnt region followed by a sharp
increase through the flame, defining the flame-front (z „ 6 mm),
and a transient increase in the post-flame region (z „ 5.5 mm
to z „ 1 mm). Note that the NO-LIF signal increases as it ap-
proaches the stagnation plate due to the thermal effect of the
cold boundary layer, increasing the NO number density even at
constant NO mole fraction. For a given axial position through-
out all nine flames, the signal increases with the increase of the

Figure 4: Temperature profiles, measured (˝) and simulated (—) using different thermochemical models. The legend follows the colour-scale presented in Tab. 1.
The signal close to the stagnation plate, at z ă1 mm, is not plotted due to a low signal-to-noise ratio. Note the same temperature scale for a single row of 3
sub-figures.
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Figure 5: NO-LIF signal profiles, measured (˝) and simulated (—) using different thermochemical models. The legend follows the colour-scale presented in Tab. 1.
Note the same NO-LIF signal scale for a single row of 3 sub-figures. Estimates of NO production in ppm is provided on the right-hand vertical axis of each
sub-figure. The signal close to the stagnation plate, at z ă1 mm, is not plotted due to a low signal-to-noise ratio.

adiabatic flame temperature, as expected from the dependence
of the thermal-NO pathway with temperature.

While the measured profiles are of high resolution and rel-
atively low uncertainty („ ˘ 6% on average for all flames), no
thermochemical models are able to accurately capture the mea-
sured profiles. Models tend to underestimate the contribution
of the flame-front NO while they overestimate the rate of NO
formation in the post-flame region. None of the models appear
to precisely capture either the flame-front or the post-flame NO
for more than a few axial points, and none are able to capture
both regions at the same time. These observations apply to all
flames considered in this study.

These discrepancies can be better observed in Fig. 6, where
the absolute signals and the ratios are presented for a location
in the flame-front, in the post-flame, and for the slope of the
profile. Details of the extraction of these parameters from the
measured and simulated NO-LIF profiles are given in the Sup-
plementary Materials Section 5. Note that large uncertainties
are present at low temperatures due to the very low signal (sub-
ppm NO concentrations) at these flame temperatures. Addition-
ally, the extraction of the absolute flame-front NO and the slope
of the NO signal in the post-flame region is performed in such a
way to be independent from upstream velocity mispredictions.
In contrast, the absolute post-flame NO signal is extracted such
that it is dependent on any mispredictions upstream to the ex-

traction location.
Figure 6a shows that the measured flame-front NO increases

with the increase in the adiabatic temperature, and appears to
plateau (note the logarithmic scale used in the figure) at tem-
peratures around 2200 K. Correspondingly, Fig. 6d shows that
the simulations generally follow the temperature dependence of
the measurement (flat trend) up to 2200 K. However, it is appar-
ent from Fig. 6a and d that large discrepancies are present be-
tween the simulation and experimental results, across the entire
temperature range, especially at high temperatures. The ratio
of the numerical to the experimental absolute flame-front NO
signal demonstrates the notable overprediction of GRI stem-
ming from a known overestimation of the NNH pathway in the
flame-front region [14], most likely due to the fact that GRI
was solely optimised to model natural gas and not hydrogen.
Inversely, SD significantly underpredicts the flame-front NO
due to the absence of any reaction contributing to flame-front
NO formation. All other models also consistently underpre-
dict the flame-front NO signal, especially at high temperatures.
Nevertheless, the flat trends of the mechanisms up to „2100 K,
observed in Fig. 6d, indicates that the dependence with temper-
ature of the reaction(s) (through either the activation energy or
the temperature coefficient of the Arrhenius equation) involved
in the formation of flame-front NO is well described. Therefore,
the observed discrepancies are potentially due to an inaccurate
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Figure 6: Comparison of experimental (black) and numerical (colored): a) the absolute NO-LIF signal in the flame-front, b) the absolute NO-LIF signal in the
post-flame region at zf-3.5 mm, c) the slope of the post-flame NO-LIF signal, and their respective numerical to experimental ratios (d-f). The legend follows the
colour-scale presented in Tab. 1. Shaded areas represent the root-sum square of both the experimental and numerical uncertainties. Note the logarithmic scale used
in sub-figures a-c (base 10) and d-f (base 2).

description of the Arrhenius pre-exponential factor of the reac-
tion(s) responsible for NO production in this region.

As indicated in Fig. 6b, the measured NO-LIF signal in the
post-flame region increases exponentially (note the logarithmic
scale in Fig. 6) with the increase of the adiabatic flame tem-
perature. This behaviour is expected, as the flame-front and
post-flame NO are intrinsically linked, such that an increase of
the absolute signal in the flame-front region will lead to an in-
crease of the signal in the post-flame region, assuming that NO-
reburn does not occur. It is, therefore, expected to find that GRI
and SD have similar inaccuracies than what is observed for the
flame-front NO. In Fig. 6e, it can be seen that mechanisms all
have the same flat trend up to „2000 K, underpredicting the
measurement (except GRI). Beyond this temperature, there is
a shift in the prediction trends, and models tend to overpredict
the measurement from „2100 K. The trend in the model predic-
tions suggests an inaccurate dependence on temperature of the
reactions controlling post-flame NO formation, through either
the activation energy or the temperature coefficient.

Finally, it is apparent in Fig. 6c that the spatial rate of change
of NO (slope) in the post-flame region is also increasing with
temperature. This indicates that some, if not all, of the NO-
producing pathways active in the post-flame region are spatially-
and temperature- dependent for these flames. Fig. 6f shows the
significant disagreements observed between the experiments and
the simulations for the post-flame rate of change of the NO-LIF
signal. At low temperatures, few models are within uncertainty,
while GRI overestimates the value and SD underestimates it. At

temperatures above 1900 K, all models unanimously overpre-
dict the rate of change of NO. This trend in predictions proves
that there is an overprediction of the spatial and temperature de-
pendence of the reactions controlling post-flame NO. This leads
to overpredictions of the rate of formation of NO around 225%
for all the models studied at Tad ě 2200 K. This discrepancy is
much larger than the measured uncertainty („6%) for the rate
of formation of NO for these conditions with steep slopes.

This discrepancy in NO prediction worsens if the residence
time of typical gas turbines is taken into account. Indeed, the
residence times of the flames measured in this study vary from
„2.5 ms at 1600 K to „0.5 ms at 2300 K (at the location of
the uncertainty calculation), which is much lower than the resi-
dence time in traditional hydrocarbon combustion systems.

To explore this effect, Fig. 7 presents an extrapolation of
the measured signals of Fig. 5a, e, and f, to longer residence
times. A residence time of 10 ms is selected to represent a
practical combustion chamber. It is apparent that the models
significantly diverge with increasing residence time. Extrapo-
lated model predictions of absolute NO concentration, at 10 ms,
vary from -90% to +270% relative to the extrapolated measured
profile. This is of significant concern for any practical applica-
tion when these models are used to identify promising designs
within sub-ppm targets.

The findings of this section are consistent with Meulemans
et al. [14] who found that no thermochemical models could
correctly reproduce the NO-LIF signals measured in methane
flames at adiabatic temperatures from 1900 K to 2500 K. They
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Figure 7: Extrapolated numerical (- -) and experimental (–) profiles of NO-LIF
signal results of the flame at Tad = a) 1600 K, b) 2000 K, and c) 2300 K, to
10 ms residence time. Residence time is calculated the experimental velocity
profiles. The origin (0 ms) is determined at the location of the reference flame
speed, zf. The legend follows the colour-scale presented in Tab. 1.

attributed the disagreements to an imprecise description of the
models’ chemistry, principally due to mispredicting the interac-
tion between the four NO-producing pathways, with some mi-
nor contribution to the base radical chemistry. They found that
the NOx sub-chemistry NOMecha2.0 (attached to KON v.0.6)
was the best in predicting the NO rate of change in the post-
flame region across the entire range of temperature. Despite
this, in the current study, this specific sub-chemistry (attached
to GDF) significantly overpredicts the NO rate of change in the

post-flame region at high temperatures. Thus, despite the agree-
ment of NOMecha2.0 for the methane study, the contributions
of the change in fuel has changed its prediction behaviour rel-
ative to measurements. This suggests that the base chemistry
may have a larger contribution to NO slope misprediction than
previously hypothesised.

It is worth noting that the optimisation method used by the
models, hierarchical or global, and mathematical or “by hand",
does not appear to have an impact on the accuracy of the model
predictions, either for the velocity or NO concentration mea-
surements.

4. Sensitivity analysis

A sensitivity analysis is performed using the GDF mecha-
nism to identify the reactions that have the greatest influence on
flame speed and NO concentrations. This mechanism is used as
a reference in this study because it shows the closest agreement
with the velocity and NO-LIF measurements.

A brute-force method is used by applying a perturbation of
1% sequentially on the reaction rate constants of the reference
mechanism. Duplicate reactions are only perturbed once by ap-
plying the perturbation on all duplicates simultaneously, result-
ing in only one sensitivity value for the set. The 15 most sensi-
tive reactions to four chosen parameters are extracted in order
of importance following the decreasing value of the root sum
square of the four Logarithmic Sensitivity (L.S.) for each reac-
tion (Ri). The four parameters are: S u,ref, the absolute flame-
front NO, and the post-flame NO absolute concentration and
slope. While all reactions are reversible, the reaction labels dis-
play the directionality determined using the net rate of progress
of the reactions, for example RI : NNH ` O Ñ NH ` NO has a
net production of NH and NO species. Logarithmic sensitivities
are obtained by normalizing the solution by the perturbation,
such that a L.S. presents a relative change in the quantity of in-
terest with respect to the change in the reaction rate constant.
A positive sensitivity on a reaction indicates that an increase of
its rate would lead to an increase of this parameter value, e.g.
L.S.(RI)|XNO,PF “ 0.5 implies that an increase of the reaction
rate of RI of 1% would lead to an increase of the post-flame
NO concentration by 0.5%. Therefore, results of the sensitivity
analysis can be directly compared to the discrepancies observed
between the measurements and the models in Fig. 3 and Fig. 6.

Figure 8 presents the results of the analysis performed on
all nine flames, for the four parameters cited previously.

4.1. Reference flame speed

Unsurprisingly, the reference flame speed is not sensitive
to any of the NO forming reactions. Instead, S u,ref is highly
sensitive to the hydrogen oxidation elementary reactions [65],
namely the hydrogen-oxygen shuffle reactions:

H2 ` OH Ñ H ` H2O (RII)
H ` O2 Ñ O ` OH (RIII)
H2 ` O Ñ H ` OH (RXI)
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Figure 8: Brute-force sensitivity analysis performed using GDF on four parameters: a) the reference flame speed S u,ref, b) the concentration of NO in the flame-front
XNO,FF c) the concentration of NO in the post-flame XNO,PF at zf-3.5 mm, and d) the NO rate of change dXNO{dz. Results for the nine flame conditions are presented
using a gradient in grey from Tad = 1600 K (black) to Tad = 2300 K (white).

the hydroperoxyl reactions:

H ` O2 p`Mq Ñ HO2 p`Mq (RV)
H ` HO2 Ñ 2OH (RX)
H ` HO2 Ñ H2 ` O2 (RXII)

and the radical-radical recombination reactions:

H ` OH p`Mq Ñ H2O p`Mq (RVIII)
2H p`Mq Ñ H2 p`Mq (RXIV)

These three groups of hydrogen oxidation elementary re-
actions fully control the radical pool present in the flame with
the hydrogen-oxygen shuffle reactions producing the radicals
H, O, and OH; the hydroperoxyl reactions, producing and con-
suming HO2 through radicals; and the radical-radical recombi-
nation reactions rearranging the radical pool through recombi-
nation. These reactions govern the combustion taking place in
all hydrogen-containing fuels.

In this study, only 8 reactions control the radical pool of
these flames, however, changing the rate of a single one of them
would not allow the solving of S u,ref mispredictions observed
in Fig. 3, as the trend of sensitivity with temperature of each
of the 8 reactions does not match the trend of discrepancy with
temperature of S u,ref. Reactions with a positive sensitivity (RII,

RIII, and RX) seem to have a higher sensitivity at low tempera-
tures, where the observed discrepancies between the measure-
ments and simulations are most significant. It is also interesting
to note the temperature dependence of the sensitivity of RV,
with a negative L.S. at low temperatures, an almost zero L.S.
at moderate temperatures, and a positive L.S. at high temper-
atures. Therefore, RV could potentially help in balancing the
high sensitivity at the low-end temperatures of the other reac-
tions (RII, RIII, and RX) in order to improve the flame speed
predictions.

As discussed, it is clear that resolving the flame speed mis-
predictions in Fig. 3 requires resolving the complex behaviour
of several reactions and their interactions. As shown by the sen-
sitivity analysis, the balance of the 3 groups of reactions, and
their impact on the radical pool, is of significant importance in
attempting to close the velocity prediction gap at low- and high-
end temperatures. Designing more experiments targeting these
regions specifically could produce better model improvement
by challenging the established kinetic models with datasets out-
side the typical validation ranges.

4.2. Flame-front NO
It is expected to find that flame-front NO is highly sensitive

to not only NO-formation reactions, but also to some hydro-
gen oxidation reactions governing the radical pool. For hydro-
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gen flames, flame-front NO is dominantly sensitive to the NNH
pathway:

NNH ` O Ñ NH ` NO (RI)
NNH ` O Ñ H ` N2O (RXIII)
NNH ` OH Ñ NH2 ` NO (RXV)

and, less significantly, to the N2O pathway:

H ` N2O Ñ NH ` NO (RVI)
H ` N2O Ñ N2 ` OH (RVII)
N2 ` O p`Mq Ñ N2O p`Mq (RIX)

These two pathways are highly dependent on the formation
of H, O, and OH radicals through the base chemistry. There-
fore, NO formation in the flame-front is favored if these radi-
cals are favored (through RII, RIII, RX, and RXI), and disfavored
through the consumption of these radicals (RV, RVIII, RXII, and
RXIV).

Furthermore, it is observed in the NO measurements that
the temperature dependency of the reactions appears to be ac-
curately captured by GDF up to 2100 K (Fig. 6d), despite this
model consistently underpredicting the measurement. Chang-
ing the reaction rate of the hydrogen oxidation reactions to im-
prove S u,ref would potentially be sufficient to also improve the
prediction of the flame-front NO, without having to change the
NO-formation reaction rates. Increasing the rates of RII, RIII,
RX, and RXI would increase the predictions in S u,ref and in
XNO,FF across the entire range of temperature and, therefore,
reduce the gap of predictions between GDF and the measure-
ments observed in Fig. 3b and Fig. 6d. As a matter of fact, only
changing the rate of the NO-formation reactions would not be
sufficient to improve the prediction of flame-front NO. It would
therefore be ill-advised to optimise the NOx sub-chemistry with-
out considering changes in the base chemistry, as well. These
results indicate that the optimisation of the base chemistry of
any combustion model could be performed using, not only the
velocity results (S u,ref), but also using NO concentration mea-
surements in the flame-front (XNO,FF) as they are strongly de-
pendent on the hydrogen oxidation reactions.

4.3. Absolute post-flame NO

In contrast to the sensitivity analysis performed on the flame-
front NO, the sensitivity analysis performed on NO at a given
location of the post-flame region (3.5 mm from the reference
flame speed zf) could be influenced by either the flame-front or
post-flame formation mechanisms. Depending on how far the
analysis is performed from zf, the results will be more or less
dependent on the flame-front chemistry. Therefore, the sensi-
tivity analysis performed on the spatial rate of change of NO
in the post-flame region is more relevant in this study to under-
stand the role played by the reactions in this region.

Despite this, L.S.(Ri)|XNO,PF shows in Fig. 8c that, if a model
was to be optimised on a sensitivity analysis performed at one
given location, disregarding any spatial information, this could
lead to an inaccurate model. If one was to refer to L.S.(Ri)|XNO,PF

uniquely, the contribution of many reactions playing an impor-
tant role otherwise in L.S.(Ri)|XNO,FF , for example through RII,
could be underestimated, or disregarded, in the optimisation
process.

4.4. Rate of change of post-flame NO

The spatial rate of change of NO in the post-flame region is,
unsurprisingly, highly dependent on the thermal-NO initiation
reaction:

N2 ` O Ñ N ` NO, (RIV)

especially at high temperatures. In fact, as the adiabatic tem-
perature is increased and, consequently, the thermal pathway
sensitivity is increased, the sensitivity of the NNH and N2O
pathways is decreased. This is not due to a change of reactiv-
ity of the NNH and N2O reactions with increased temperature,
but rather due to the channeling of the O-atoms through the
thermal pathway, reducing their availability in the radical pool
for RI and RIX. This suggests that the three NO-forming path-
ways have a spatial inter-dependency, likely due to the radical
pool depletion. This behaviour is considerably different than
the behaviour observed in hydrocarbon flames. The strong spa-
tial dependency of the N2O and NNH pathways, in the post-
flame region of hydrogen flames, is almost non-existent in the
previous methane flames study [14]. Indeed, in the post-flame
region of hydrocarbon flames, the radical pool, especially for H
atoms, is less present and is mostly depleted through the flame-
front as it is required to breakdown the fuel bond. A compari-
son of such flames is presented in the Supplementary Materials
Section 7.2 to support this hypothesis. As a result, it is possi-
ble that the more significant impact of the radical dependence
of NO-formation pathways in hydrogen flames are overlooked
due to their relatively weaker effect in hydrocarbon flames.

Interestingly, despite the sensitivity of dXNO{dz to the N2O
pathway, the latter is likely not responsible for any NO forma-
tion through RVI. This is because the reaction forming N2O
from N2 (RIX) is almost entirely balanced by the reaction form-
ing N2 from N2O (RVII).

Furthermore, the overall negative sensitivity of the hydro-
gen oxidation reactions indicates that any change in the radical
pool, especially the consumption of radicals, would decrease
the post-flame NO rate of change, especially at low tempera-
tures through RV and RVIII.

This, once again, suggests that the base chemistry is one of
the biggest drivers in improving the predictions of NO measure-
ments. Nevertheless, in this instance, the change of the reaction
rate of the hydrogen oxidation chemistry would not solely suf-
fice to resolve the mispredictions of GDF regarding the NO rate
of change in the post-flame region. Indeed, all the base chem-
istry reactions have a negative sensitivity, stronger at low-end
than at high-end temperatures. This would have implied that
GDF would be less accurate at low-end temperatures and yet,
the opposing trend is shown in Fig. 6f. Therefore, the adjust-
ment of some NO-formation reactions seems inevitable to com-
pensate for the optimisation of the hydrogen oxidation reactions
to target S u,ref and XNO,FF.
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It is clear that a complex combination of reaction rate in-
accuracies interact in this study. The three NO-formation path-
ways are highly dependent on O, H, and OH radical formation.
The three pathways are also highly dependent on each other
through the competition for these radicals. Therefore, any im-
balance in the prediction of the reaction rate of any elementary
reaction could lead to significant discrepancy in the prediction
of NO formation through any of the three NO-forming path-
ways in hydrogen flames. This analysis demonstrates that opti-
misation efforts have to be conducted targeting several spatially-
dependent parameters in order to account for all reactions play-
ing a role in the hydrogen combustion-chemistry.

Finally, this analysis introduces NO data as a potentially
additional parameter that can be used when optimising and val-
idating the velocity prediction performance of a thermochem-
ical model, and its associated base chemistry. As observed in
Fig. 8, the sensitivity on the hydrogen oxidation reactions is
stronger for XNO,FF than for S u,ref. This would allow improved
constraints on the optimisation of the base chemistry reactions,
especially in cases where velocity measurements are uncertain
and less sensitive than NO measurements [66].

5. Reaction kinetic rates

5.1. Hydrogen oxidation chemistry

Despite the relatively simple chemistry involved in the ox-
idation process of hydrogen, many reactions still possess large
uncertainties [57, 65, 67–69].

Figure 9 presents the reaction rates of all mechanisms used
in this study for the 8 hydrogen oxidation reactions identified as
the most important reactions presented in the sensitivity anal-
ysis. The reaction rates are plotted in the direction that corre-
sponds to a positive net rate of progress, and are extracted using
Cantera, such that, if a reaction is only specified in the reverse
direction, the forward rate is the same as what would be used
within the simulations, with the calculation using the equilib-
rium constant.

The discrepancy in the reaction rate given by the different
mechanisms, ∆ log10pkiq, is calculated as the average of the
span, plog10pkiq|max ´ log10pkiq|minq {2, at each temperature
between 400 K and 2300 K. It is important to note that this mea-
surement is not representative of the current uncertainty bands
of a reaction. Instead, ∆ log10pkiq is only indicative of the sim-
ilarity between the models for a given reaction rate. Therefore,
a low ∆ log10pkiq could imply that the reaction has been studied
extensively and the uncertainty bands are tight and constrained,
but it could also mean that this reaction has, conversely, not
been studied as much, and mechanisms use a common rate due
to the lack of measurements and studies on this reaction. When
available, the reliability of the preferred reaction rate given by
Baulch et al. [67] is displayed as ∆ log10pkiqB. This gives an
insight of the amount of experimental work used to bound the
reaction rate, as these preferred rates are still widely used by the
models. Therefore, a tight ∆ log10pkiq with a larger ∆ log10pkiqB
is indicative of a lack of data on this reaction, at least up until
2005.

Defining ∆ log10pkiq ă 0.2 as being a strong similarity be-
tween the models for Ri, several of the base reactions possess a
tight agreement:

H2 ` OH Ñ H ` H2O (RII)
H ` O2 Ñ O ` OH (RIII)
H ` O2 p`Mq Ñ HO2 p`Mq (RV)
H ` HO2 Ñ 2OH (RX)
2H p`Mq Ñ H2 p`Mq (RXIV)

These reactions all have a similar temperature dependence, but
vary slightly in the activation energy of their Arrhenius equa-
tions. Despite the strong similarity between the models, some
of these reactions were identified to contain large uncertainty in
their rates [69, 70]. RIII and RV are some of the most important
reactions due to their role in determining the 2nd explosion limit
in H2/O2 systems. Despite many studies dedicated to the mea-
surement of their reaction rates, an uncertainty of up to 20% is
still expected in flame speed [57, 68], due to the current under-
standing of the collisional energy transfer properties involved in
RV. This impacts RIII through the competition for H atoms. In
this study, the agreement observed between the models actually
hides the large uncertainty linked to these reaction rates, and
likely points to mechanisms simply assuming the same reaction
rate and focusing on other reactions during their optimisation
processes. In contrast,

H ` OH p`Mq Ñ H2O p`Mq (RVIII)
H2 ` O Ñ H ` OH (RXI)
H ` HO2 Ñ H2 ` O2 (RXII)

display a relatively large spread in their rates (∆ log10pkiq ą0.3).
For RVIII, it appears that the discrepancy arises from a differ-
ence in the activation energies. It was also identified by Burke
et al. [68] to not be able to accurately describe the flame be-
haviour over a wide range of pressures and temperatures, due to
the high dependency of the bath gas description. In this study,
RVIII is active in both the flame-front and the post-flame re-
gion and is responsible for depleting the H and OH radical pool
available throughout the domain. Disagreements in the rate of
the models lead to differences in the concentration of these rad-
icals and, therefore, would lead to differences in the concentra-
tion of NO, in both the flame-front and the post-flame region,
as observed in the sensitivity analysis.

RXI and RXII display significant disagreement in the temper-
ature dependency of their rates. It was shown by Burke et al.
[68] that RXII (along with RX), participate in the 2nd explosion
limit and is not well known at high temperatures. In this study,
Fig. 8 shows that RXI and RXII are mostly active in the flame-
front, and are responsible for the consumption and recombina-
tion of H2 through the use of O and H atoms. Disagreements in
the rates of these reactions throughout the models would lead
to disagreements in the concentration of NO formed through
the flame-front, as well as disagreements in the reference flame
speed.

As discussed, these 3 reactions, RVIII, RXI, and RXII, ap-
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Figure 9: Arrhenius plot of the 8 base chemistry reactions identified in the sensitivity analysis. The rate is presented according to the directionality of the reaction
determined using the net rate of progress of the reactions. Rates are extracted for each mechanism using Cantera at temperatures from 400 K to 2300 K. The spread
of the reaction rate within this temperature range is represented by ∆ log10pkiq. The legend follows the colour-scale presented in Tab. 1.Please note the difference of
units between bimolecular [cm3.mol´1.s´1] and termolecular [cm6.mol´2.s´1] reaction rates. GRI`: this model indicates a collision factor of 0 for O2, H2O, N2,
and Ar for RV, leading to a null rate for these flames.

pear to be at the origin of the discrepancies between the models
in both the velocity and NO concentration predictions of this
study. Tightening the uncertainty of these rates would likely
contribute to an improved description of the parameters pre-
sented in the sensitivity analysis.

5.2. NOx sub-chemistry

Figure 10 presents the reaction rates of the 7 NOx reac-
tions identified as the most important reactions presented in
the sensitivity analysis. This shows a relatively moderate span

of ∆ log10pkiq observed for most of the NO-formation reaction
rates. The reactions presenting a large span,

NNH ` O Ñ NH ` NO (RI)
H ` N2O Ñ N2 ` OH (RVII)
N2 ` O p`Mq Ñ N2O p`Mq (RIX)

seem to be due to some outlier rates, while most of the other
mechanisms agree well.

These outlier rates can easily explain the behaviour observed
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Figure 10: Arrhenius plot of the 7 NO-forming reactions identified in the sensitivity analysis. The rate is presented according to the directionality of the reaction
determined using the net rate of progress of the reactions. Rates are extracted for each mechanism using Cantera at temperature from 400 K to 2300 K. The spread
of the reaction rate within this temperature range is represented by ∆ log10pkiq. The legend follows the colour-scale presented in Tab. 1. Please note the difference
of units between bimolecular [cm3.mol´1.s´1] and termolecular [cm6.mol´2.s´1] reaction rates. GRI, SD``: these mechanisms do not contain the reaction.

in the NO measurements for some mechanisms. GRI overesti-
mates the rate of RI, leading to an overprediction of the flame-
front NO. Inversely, SD underestimates RIX, and does not in-
clude several NNH reactions (RI, RXIII, and RXV), leading to a
significant underprediction of the flame-front NO. Furthermore,
special attention is brought on RVII, where a clear segregation
is observed between the models. Several mechanisms (DTU,
GRI, NUIG, and XJTUNO) are predicting a greater reaction
rate than the rest of the models, and the recent mechanisms (DTU,
NUIG, and XJTUNO) are using a rate coming from ab initio
calculations performed by Klippenstein et al. [21]. This dis-

crepancy in the rate would affect the N2O transformation to N2
and, therefore, reduce the N2O contribution pathway and reduce
the concentration of N2O produced.

The study from Glarborg et al. [1] indicates that, while the
models have a good agreement on most of the NOx reactions
involved in this study, this could conceal large uncertainties in
their kinetic rates, especially regarding the NNH and N2O path-
ways. RI has never been measured directly and still carries large
uncertainty. Similarly, RVI and RVII possess large uncertainty,
especially at temperatures above 2200 K. Finally, according to
Glarborg et al. [1], the dissociation of N2O via the reverse of
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RIX is studied a lot, but only few measurements have been per-
formed to measure the rate of the forward direction, leading
to the observed agreement between the models (except SD) in
Fig. 10 for RIX.

Except for 3 reactions, RI, RIX and RVII, the rest of the
NOx chemistry seems to be fairly well agreed upon between the
mechanisms. Therefore, the disagreements in NO prediction
between the models cannot be solely attributed to NO chem-
istry, and points to its interaction with the base chemistry as a
more significant driver. This reinforces the significant observed
impact of the hydrogen oxidation chemistry on NO predictions
and implies that, without improving this, further work on opti-
mising the NOx sub-chemistry may yield diminishing returns.

6. Base chemistry impact on NO concentration

To fully grasp the contribution of the base chemistry in the
discrepancy of the NO measurements and predictions, the mech-
anisms used in this study have been stripped of their NOx sub-
chemistry (except for ELTE, KON, and TUM which were al-

ready without). The NOMecha2.0 sub-chemistry [55], already
discussed in the previous sections, is used as a reference in this
analysis and is added to each of the base chemistries. Only
GDF is not modified as it already includes NOMecha2.0, and
is used as the reference in this analysis. Simulations using the
10 modified mechanisms (plus GDF) are performed using dif-
ferent base chemistry, but identical NOx chemistry, such that
any disagreement between the models are solely caused by dis-
agreement within their hydrogen oxidation chemistry. It is im-
portant to note that the modification of the mechanisms is only
conducted in the context of the analyses performed in the fol-
lowing sections. They are not intended as a direct improvement
of the mechanisms, but rather to highlight the importance of the
hydrogen base chemistry on the predictions of NO concentra-
tion.

Figure 11 presents the difference of NO-LIF signal predic-
tions for the original 8 mechanisms (left) and the 10 modified
mechanisms (right) for Tad = 1600 K, 2000 K, and 2300 K. This
shows that the use of a common NOx sub-chemistry reduced
the span of predictions that was observed in the original mod-

Figure 11: NO-LIF signal profiles of the flames at Tad = 1600 K (top), 2000 K (middle), and 2300 K (bottom) for the experimental results (˝) and simulated results
using the non-modified (—, left of the figure) and the modified mechanisms (- -, right of the figure). The legend follows the colour-scale presented in Tab. 1.
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els. This indicates that some mechanisms have a NOx sub-
chemistry that is notably different from NOMecha2.0. This is
specifically true for GRI and SD for which the change in NOx

sub-chemistry leads to significant improvement of the flame-
front NO predictions.

Nevertheless, the same NOx sub-chemistry does not com-
pletely remove differences in predictions between the models.
In particular, the absolute flame-front NO prediction, and the
predicted slope of post-flame NO formation, still vary consid-
erably between models. These results demonstrate the impact
of the different base chemistries on NO predictions.

7. Base chemistry impact on NO pathway contribution

A Reaction Pathway Analysis (RPA), which tracks atomic
nitrogen, is performed to understand the impact of using a dif-

ferent hydrogen oxidation chemistry on the prediction of NO,
whilst using the same NOx sub-chemistry. The analysis is per-
formed on the reference mechanism GDF, and the modified SD
mechanism, referred to as SD*. These two mechanisms were
chosen as they appear to be in significant disagreement regard-
ing NO predictions at 3.5 mm from zf (see Fig. 11b, d, and f).
Tracking N-atoms describes how N2 is broken-down to later
form NO through the different NOx pathways.

Figure 12 presents the results of the RPA performed for the
flame condition at Tad = 2300 K. The arrows represent the net
fluxes of N-atoms between two species and the arrow widths
are scaled with the values of the net fluxes. Coloured arrows
depict the species entering (darker colour) and exiting (lighter
colour) the domain. Reactive species participating in the trans-
formation of one specie into another, in either forward or back-
ward direction, have been added on each arrow. To simplify the

Figure 12: Reaction pathway analysis performed on atomic nitrogen at 3.5 mm from zf, for the Tad = 2300 K flame, using GDF (Ñ) and SD* (Ñ) mechanisms.
The arrow sizes are scaled with the flux between two species. Only fluxes greater than 5% are shown. Reactive species participating in the transformation from one
specie to another are shown and identified using the net rate of progress of each reaction. Note that the sum of the fluxes originating from N2 to N, NO, and NNH is
greater than 100% due to the recirculation loop N2 Ñ NNH Ñ N2O Ñ N2.
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drawing, any fluxes, species, and reactive species participating
in less than 5% of the total inlet flux are not depicted. The
analysis is performed for a fixed control volume and the fluxes
are normalised by the N2 entering the domain. This allows the
analysis to be comparable for both mechanisms. Naturally, as
both models possess the same NOx sub-chemistry, both dia-
grams have the same appearance. In this comparison, it is the
scaling of the arrows that is of interest.

Two main streams can be identified in this diagram: N2
reacting through the thermal pathway and forming N and NO
species, and N2 forming NNH. The stream of N2 forming NNH
is dominant in this flame condition due to the rapid equilibrium
of N2 ` H Ñ NNH [1]. Some of the NNH species are oxidised
into NO (directly or through NH), while a considerable part of
NNH transforms into N2O through RXIII: NNH`O Ñ N2O`H.
The N2O species then either transform into NO (directly or
through NH), or are reduced back into N2. This diagram high-
lights the recirculation channel of N2 Ñ NNH Ñ N2O Ñ N2,
already identified by Durocher et al. [29]. This shows that NO
production is dependent on the branching ratios of the mecha-
nism at three points:

• N2 Ñ NNH versus N2 Ñ N/NO;

• NNH Ñ N2O versus NNH Ñ NH/NO; and

• N2O Ñ N2 versus N2O Ñ NH/NO.

By comparing this diagram to the sensitivity analysis, it is now
obvious why

NNH ` O Ñ NH ` NO (RI)
N2 ` O Ñ N ` NO (RIV)
H ` N2O Ñ NH ` NO (RVI)

are the most sensitive reactions for NO production (ignoring the
base reactions), as they control the 3 branching ratios identified
above.

It is evident that NO production is mostly dependent on the
presence of O, OH, and H reactive species, as identified in the
previous sections of this study. Therefore, it is clear that any
difference in the hydrogen oxidation chemistry between mech-
anisms, will necessarily lead to differences in the predictions of
NO formation through differences in the reactive species con-
centrations.

Comparing the GDF and the SD* analyses, it is obvious that
the different base chemistry leads to differences in the contri-
bution of the NO-formation pathways. While the overall NO
production is similar for both mechanisms, the fluxes between
species is significantly different. Overall, GDF predicts a stronger
recirculation of N2, stronger NNH Ñ NH/NO and N2O Ñ NH/NO
fluxes, but a weaker N2 Ñ N/NO flux. Conversely, SD* pre-
dicts a weaker recirculation of N2, with a weaker branching
ratio of NNH Ñ NH/NO and N2O Ñ NH/NO, but a stronger
flux from N2 Ñ N/NO. These differences in branching ratios
and fluxes can be quantified by identifying the share of NO
produced through the different NO-forming pathways, and is
presented in the Supplementary Materials Section 6.

The difference of branching ratios between these two mech-
anisms appears to be uniquely controlled by the radical avail-
ability. The radical profiles for O, H, and OH are presented
in Fig. 13, as well as the profile of NO concentration, for the
2300 K case. As observed, significant differences between GDF
and SD* in the radical concentration profiles persist throughout
the domain. These differences are more pronounced in the post-
flame region, where a difference in the shape of the profiles can
be observed. This observation is true for any mechanism con-
sidered in this study, a full comparison is presented in the Sup-
plementary Materials Section 7.1 for all non-modified mecha-
nisms. At the location of the performed RPA, the discrepancies
between the two models for the OH profile reach „2500 ppm,

Figure 13: Numerical profiles of a) O, b) H, c) OH, and d) NO molar fraction
for the flame at Tad = 2300 K using GDF (—) and SD* (—) mechanisms.
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or 14% of the average value at this location. Similarly, deltas of
„30% can be observed in the O and H profiles at the same loca-
tion. The behaviour of these profiles is indicative of a different
rate of consumption/production of the radicals due to differ-
ences in the hydrogen oxidation chemistries. This impacts the
NO predictions in the post-flame region, as seen in Fig. 13d.

The measurement of radical profile concentrations, on resi-
dence time scales representative of flames, would be paramount
to better identify the source of uncertainty in the description
of the hydrogen oxidation chemistry. Consequently, this il-
lustrates the importance of using accurate and validated base
chemistry before optimising NOx sub-chemistries to achieve
accurate NO predictions of hydrogen flames. Otherwise, pre-
diction errors would be concealed through an overcompensa-
tion of NO-formation pathways. This also illustrates the im-
portance of integrating time- or spatially-resolved species data,
representative of practical systems residence times, in order to
improve the predicting capability of the core H2/O2 chemistry.

8. Conclusions

In this work, nine atmospheric, stagnation, hydrogen-air
flames are studied, over a wide range of adiabatic flame temper-
atures, to provide a set of spatially-dependent velocity, temper-
ature, and NO concentration measurements. The stoichiometric
flames are diluted with argon to reach adiabatic flame tempera-
tures ranging from 1600 K to 2300 K. Experiments conducted
using this setup, under well-controlled boundary conditions,
lead to measurements with low uncertainty and high repeata-
bility. The results of the velocity, temperature, and NO concen-
tration measurements are compared to the prediction capability
of eleven thermochemical models through 1D simulations.

Major discrepancies in the velocity prediction of the eleven
models are observed at the low- and high-end temperatures.
All models underpredict the reference flame speed, S u,ref, by
up to „20%. Better agreement can be seen at moderate tem-
peratures from 1900 K to 2100 K, where most models predict
S u,ref within uncertainty. This effect indicates inaccuracies in
the base chemistry driving hydrogen oxidation, especially at the
low- and high-end temperatures.

Predictions of NO concentration profiles by the simulations
show discrepancies of several times the measured values, for
both the flame-front and post-flame regions. NOMecha2.0, de-
spite performing well in predicting NO formation in methane
flames, shows poor agreement with the measurements in hydro-
gen flames. This suggests that the hydrogen oxidation chem-
istry may have a larger contribution to NO misprediction in hy-
drogen flames than in hydrocarbon flames.

Further analyses revealed that key reaction rates controlling
O, H, and OH radicals play a major role on the velocity and NO
concentration predictions and are at the origin of disagreements
with the measurements. Reaction pathway analyses show that
NO predictions are ultimately controlled through three branch-
ing ratios. These are uniquely controlled by radical availabil-
ity, determined almost exclusively by the base chemistry used.
This produces different contributions of each of the NO forma-

tion pathways, and results in an overall misprediction of NO
concentration.

This study demonstrates that, no matter the optimisation
process employed by the different models, major inaccuracies
remain in the understanding of the H2/O2 core chemistry. This
could be caused by a lack of hydrogen-based data in the litera-
ture, especially including time or spatially-resolved speciation
profiles in flames approaching practical conditions. Therefore,
this demonstrates the importance of including hydrogen-based
data within the development and optimisation of models to im-
prove hydrogen and hydrocarbon combustion modelling. Ne-
glecting to do so will result in inaccurate NO predictions, con-
cealed through incorrect NO formation pathway contributions
driven by the radical pool behaviour defined by the base chem-
istry.

This work provides a robust and high accuracy NO concen-
tration dataset, targeting a wide range of flame temperatures,
performed under well controlled conditions, that could be em-
ployed for thermochemical model optimisation in order to im-
prove their prediction capabilities in velocity and NO concen-
tration of hydrogen flames. This would facilitate the enhance-
ment of the performance of advanced combustion technologies
and further minimise emissions from hydrogen and hydrocar-
bon fuelled engines.
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boundary conditions and the full set of acquired experimental
data, the calibration of optical constant Copt, the uncertainty cal-
culation, the NO-LIF data extraction methodology, the study of
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